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Power Modeling for High-Level Power Estimation

Subodh Gupta and Farid N. Naji§enior Member, IEEE

Abstract—in this paper, we propose a modeling approach represented only by the Boolean equations. This will provide
that captures the dependence of the power dissipation of a the designer with more flexibility to explore design tradeoffs
combinational logic circuit on its input/output signal switching early in the design process, reducing the design cost and time.

statistics. The resulting power macromodel, consisting of a | to thi d b f hiah-level fi
single four-dimensional (4-D) table, can be used to estimate the n response 1o this need, a number ol high-ievel power est-

power consumed in the circuit for any given input/output signal mation technigques have been proposed (see [2] for a survey).
statistics. Given a low-level (typically gate-level) description of the Two styles of techniques have been proposed, which we refer to
circuit, we describe a characterization process by which such a as top—down and bottom—up. In the top—down techniques [3],
table model can be automatically built. The four dimensions of 141 5 combinational circuit is specified only as a Boolean func-
our table-based model are the average input signal probability, .. - . . L

average input transition density, average spatial correlation tion, with no information on the circuit structure, number of
coefficient, and average output zero-delay transition density. This gates/nodes, etc. Top—down methods would be useful when one
approach has been implemented and models have been built for is designing a logic block that was not previously designed, so
many benchmark circuits. Over a wide range of input signal that its internal structural details are unknown.

statistics, we show that this model gives very good accuracy, with _ _
an rms error of about 4% and average error of about 6%. Except In contrast, bottom-up methods [5]-[9)] are useful when one

for one out of about 10000 cases, the largest error observed wasiS reusing a previousl.y deSigneq 'OQiC block, so that aI.I the in-
under 20%. If one ignores the glitching activity, then the rms ternal structural details of the circuit are known. In this case,
error becomes under 1%, the average error becomes under 5%, one develops power macromoddbr this block, which can be
and the largest error observed in all cases is under 18%. used during high-level power estimation (of the overall system
Index Terms—Cell-based power estimation, low-power design, in Which this block is used), in order to estimate the power
power consumption model, static CMOS combinational circuits, dissipation of this block without performing a more expensive
switching activity, VLSI. gate-level power estimation on it.
The method in [5] uses the power factor approximation tech-
I. INTRODUCTION nique, which treats_ all the cir_cuit inpu'F bits as digital “white_
) ) ~noise” and due to this assumption can give errors of up to 80% in
W'TH THE advent of portable and high-density microzomparison to gate-level tools. Although [6] gives a more accu-
electronic devices, the power dissipation of very larggye result, its main disadvantage is that it treats different mod-
scale integrated (VLSI) circuits is becoming a critical conceryes differently, requiring specialized analytical expressions for
Modern microprocessors are hot, and their power consumptigg power to be provided by the user. Thus, depending upon the
can exceed 30 or 50 W. Due to limited battery life, reliability iSfunCtiona"ty of the module, a different type of macromodel (an-
sues, and packaging/cooling costs, power consumption has Q?tical equation) may have to be used.
come a more critical design concern than speed and area in SOMehe method in [7] characterizes the power dissipation of cir-
applications. Hence, to avoid problems associated with excggits hased on input transitions rather than input statistics. Since
sive power consumption, there is a need for computer-aided ¢¢s number of possible input transitions foraimput combina-
sign (CAD) tools to help in estimating the power consumptiofipna| circuit is 2", they present a clustering algorithm to com-
of VLSI designs. _ press the input transitions into clusters of input transitions that
A number of CAD techniques have been proposed for gaigaye the same power values (approximately). They use heuris-
level power estimation (see [1] for a survey). However, by thg:s to implement the clustering algorithm, but itis not clear how
time the design has been specified down to the gate level, it M&¥cient the method would be on large circuits.
be too late or too expensive to go back and fix high-power prob-|p [g], the authors present a technique to estimate switching
lems. Hence, in order to avoid costly redesign steps, power eglivity and power consumption at the register-transfer level
mation tools are required that can estimate the power ConNsUMRTL) for data-path and control circuits, in the presence of
tion at a high level of abstraction, such as when the circuit dfitching activity. To construct a power macromodel, they use
both analytical equations and lookup tables. The method is
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population stratifications. The generated macromodel has 1 190

variables. They show good accuracy in estimating average ar Din = 0.1
cycle-by-cycle power. The macromodels are dependent on
training vector set, so that the accuracy is compromised if the
training set is not similar to the vector set to be applied.

In this paper, we propose a power macromodeling approac
that

1) takes into account the effect of the circuit input switching
activity and does not treat the circuit inputs as white noise;

2) takes into account input correlation, both spatial and tem
poral;

3) is based on a single fixed macromodel template, whict
does not depend on the type of module being analyzed.

Our model is table-based. Specifically, we construct a four-di- ‘
mensional (4-D) lookup table, whose axes areaeragenput 0.0 05 1.0
signal probability(P,,), averagenput transition densityDy,), Pin
averageinput spatial correlation coefficien{SC;,,), and av-
erageoutput zero delay transition densi{y,.;). For a logic
node, the transition density is defined as the average numb~- 55
of logic transitions per unit time [10]. The zero delay transition
density refers to the case when the circuit gates are considered Din=0.3
have zero delay, so that only truly required logic transitions (ani@
no hazards or glitches) are observed. From a high-level view, % 0.20
is reasonable to assume that fast functional simulation will b
applied to measure signal switching statistics, so that only th=
zero delay output density (and not the real delay output density ¢ 45
will be computed. The main advantage of our approach is the £
all types of circuits are treated in the same way, i.e., we do nc
use different model equation types for different modules. As :§
result, the method is very easy to use and requires no user intefé 0.10
vention. Indeed, we will present an automatic characterizatio™
procedure by which the macromodel can be built for a given cir
cuit. In this paper, we will present an extension of the approac o5 . ‘ ‘ ‘ ‘
discussed in [11]. 0.0 0.2 04 06 0.8 1.0
This paper is organized as follows. In Section I, we will dis- Pin
cuss the macromodeling problem in more detail. In Section 'Hig. 2. Plot of total power for c3540, fds, = 0.3 and different?,.
we will describe the characterization procedure for the models.
In Section IV, we will evaluate the accuracy of the macromodela

and in Section V we will give some conclusions.

05 b

al-delay power (UW/MHz/gate)

[

R

Fig. 1. Plot of total power for c6288, fdp;,, = 0.1 and different?,,.

énsity [see (17) for definitions] of the primary inputs. Sim-
ulations were performed for different values of average input
probability and average input density to determine the nature of
II. POWER MACROMODELING their relationship with power. Fig. 1 shows the plot of real-delay

o Wi power dissipation for different values of average input prob-
What should a power macromodel look like? Which featureg,ijin, and average input density for c6288, a combinational

are desirable and which are too expensive and infeaSible?b%chmark circuit [12]. Figs. 2 and 3 show the same plot for
begin with, it is c_:Iear that a macromodel should ?e S|_mpl_e @3540, another combinational benchmark circuit [12]. It can be
evaluate, otherwise there would be no advantage in using it aidh, that the relationship is nonlinear and the plots do not have
one might as well perform the analysis at the gate level. Fuf-qsistent shape. Similar results were obtained for other cir-
thermore, it must apply over the whole range of possible inpdiits These results preclude, for instance, the use of a simple

signal statistics. Last, it should consist of a fixed template, |Rear relationship to relate power to the signal statistics, and
which certain parameter values can be determined by a well-¢€5 ;s to consider a table-based approach.

fined and automatic process dfiaracterizationwithout user

intervention. We present a macromodel that has all these prep- power Macromodeling Assuming Independence

erties. S o
Because the power depends on the circuit input switching ac-

tivity, it is clear that a power macromodel should take the input

activity into account. The question is, however, exactly what in-
It is instructive to study the relationship between power arfdrmation about the inputs should be taken into account and in-

input parameters like average probability and average transitidoded in the macromodel. When the circuit being modeled is

A. Power and Input Parameters Relationship
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Fig. 3. Plot of total power for 3540, fdp;,, = 0.8 and different?,,.
small (one or a few gates), then a simple modeling strategy is 3540 ALU 50 22| 1669
to create a table that gives the power for every possible input
vector pair. In this case, there is no loss of accuracy. However,

. . o Lo 5315 ALU 178 123 2307
this strategy cannot be applied to large circuits. A circuit with
32 inputs will have 84 possible input vector pairs, which would
be prohibitively expensive to store in a table. T_hls leads to a 6288 | Multiplication - - 9406
tradeoff between the amount of detail that one includes about
the inputs and the accuracy resulting from the model. One pos-
;lblllty is _to consider the s_lgnal probabilitd () a_md transi- 7552 ALU 207 108 3512
tion densityD(x;) at every input node;, and to build a model
that depends only on these two variables. Notice that any infor-
mation about correlauon_s between the input node_s IS Iost_when 499 | Error detection | 41 29 202
this is done. Thus, for instance, one could consider building
a table which gives the power for every given assignment of
input P(x;) andD(x;) values. Even in this case, however, such ¢1355 | Error detection 41 39 546
a table-based model would be too expensive, because a circuit

with 32 inputs would require a 64-dimensional table.

Given the above observations, we have considered what ag-
gregate compact descriptions of tfz;) and D(z;) values inTable Il, forP,, = 0.4 andD;, = 0.4. Adensity of 0.4 means
would be sufficient to model the circuit power. For instance, orthat the node makes an average of four transitions in ten consec-
could consider building a two-dimensional (2-D) table whosative clock cycles. The largest rms error is about 17% and the
axes would be the average inpH{x;), which we will denote largest maximum error i540%.
by P, and the average inpud(x;), to be denoted);,. In The power estimator (simulator) used to generate this table
this case, two different input assignmentsitifz;) and D(x;) uses a scalable-delay timing model that depends on fanout and
values, which may lead to different power values, may have thate output capacitance. Thus, it captures the glitching power
samel,,, andD;, averages, and the table would predict the sanaecurately (multiple transitions per cycle due to unequal delay
power for both assignments, obviously with some error. from the inputs to an internal node). The glitching power is hard

We have studied how big this error can be, as follows. Giveéa account for in a high-level model. This is why such a high
a gate-level circuit and for a certain fixé¢, and D;,,, we gen- rms error is seen for c6288, in which some internal nodes make
erate a large number (80 or more) Bfand D assignments at up to 20 transitions per cycle. The errors improve considerably
the circuit inputs that each have averages equal to the speciifettie power estimates are based on a zero-delay timing model,
P, andDy,. We then perform an accurate power estimation fan which the glitches are excluded, as shown in Table Ill. The
each assignment using a Monte Carlo gate-level (with full deldgrgest rms error is now 1% and the largest maximum error is
model) simulation technique [13]. The average of the resultiray %.
power values is a good candidate value to store in the table. Fon any case, with such a high rms error in the general delay
each of the estimated power values, any deviation from this aase, the total power estimation using Table Il is too inaccurate.
erage value is considered to be an “error” relative to this tablEhe simple 2-D table approach is too simplistic. Another param-
The root mean square (rms) and maximum errors for ISCAS8Eer is needed by which we can accurately model the variation of
circuits [12] (see Table | for details of these circuits) are reportaide power due to various inpiit and D assignments. We have
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TABLE I TABLE 1l
RMS AND MAXIMUM ERROR IN THE 2-D TABLE APPROACH WHEN RMS AND MAXIMUM ERROR IN THE 2-D TABLE APPROACH WHEN
TOTAL POWER IS ESTIMATED ZERO-DELAY POWER IS ESTIMATED

ircuit | B : . Max.E
cucuit | Fin | Din | RMS. Error | Max. Error Circuit | Py, | Dyy, | RMS.Error | Max.Error

c432 |04 04 1.61% 34.88%
c432 (0404 0.59% 16.02%

c880 10.4| 0.4 1.77% 40.46%
c880 {0.4]0.4 0.85% 27.5%

c1908 0.4 0.4 1.74% 16.80%
cl908 |0.4| 0.4 0.46% -7.28%

c2670 (0.4 | 0.4 2.43% -31.61%
c2670 [ 0.4 0.4 0.92% -18.82%

c3540 (0.4 0.4 2.96% 35.77%
¢3540 | 0.4 0.4 0.83% -19.07%

cb31510.4 |04 1.76% 20.94%
c5315 | 0.4 0.4 0.47% 10.88%

c62838 (0.4 | 0.4 16.6% -40.04%
c6288 { 0.4 0.4 0.72% -16.82%

c7552 (0.4 | 0.4 3.37% 19.02%

c7552 | 0.4 | 0.4 1.01% -15.54%

found that if one more dimension is added to the table, reasqf- power Macromodeling for Correlated Inputs

ably good accuracy can be obtained. The third axis is the averag? th . . d that the ori inout
output transition density over all the circuit output nodes, mea- h the previous section we assumed that the primary inputs

sured from a zero-delay (functional) simulation of the circuif’,‘re independent, but in pragnce the primary inputs can be cor-
and which we will denote byD,.. The stipulation tha,., related. For example, the primary inputs could be the output of

corresponds to zero-delay is not optional, but rather requirgamher Circ#it bIOCkl’ Wh(ijCh cggbg Vet?ll hit?hly((j:orrelated.lFig.A:
for the following reason. We envision that during high-levefompareSt e correlated and 3-D table-based power values for

say RTL, power estimation, one would perform an initial steﬁ” ISCAS-85 cwcwts,_over a wide rangeB_fn, Di“’.andl.)o‘“
lues. An enlarged view of the lower section of Fig. 4 is shown

of estimating the signal statistics at the visible RTL nodes froff ! .
a high-level functional simulation. These (zero-delay) statistit& !9 - Itcan be seen from the figures that the 3-D table-based

would then be applied to the power macromodel in order to e@gcrqmodel gives erroneous estimaFe of the power when pri-
timate the power. Thus, the power model will be given by mary inputs are correlated. Table VI gives the rms, average, and
' maximum error, when the inputs are correlated and the total

power is estimated using the 3-D table-based macromodel, over
Pavg = f(Pin; Din, Dout)- (1) awide range of?,,, D;,, andD,,; values. It can be seen from

o ) ) the table that the error is quite high. This led us to consider other
In order to study the accuracy in this three-dimensional (3-Bhrameters to be included in the macromodel.

approach, and to perform a direct comparison with Tables Il The primary inputs can be either temporally or spatially cor-
and Ill, we will show the errors in the estimation for the samgs|ated. A signat is said to beéemporally correlatedf an event
Py = 0.4 and Dy, = 0.4 specifications as before. The valugoccurrence of certain logic state) at a given time is correlated to

of Dy will naturally be different in different runs. For eachyp, event at some past time and is said tapetially correlated
circuit, we selected the largest subset of cases that has the sgigother signay if their events are correlated.

(approximately)D,.,; value and examined the errors based on 1) Temporal Correlation:In the case of temporal correla-

the results in that subset. It is clear from Table IV that the errofigy we will consider only correlations across one clock edge.

are much less now, and the rms error in c6288 is now reduqeg temporally correlated primary inputs, defifi€; for theith
to an acceptable 6%. For comparison with Table 1, the errofigyt, as

in the zero-delay power are given in Table V. The rms error is
now below 0.77%, and the maximum error is under about 12%. TC; = P{zi Aat™t =1} (2)
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TABLE IV TABLE V
RMS AND MAXIMUM ERROR IN THE 3-D TABLE APPROACH WHEN RMS AND MAXIMUM ERROR IN THE 3-D TABLE APPROACH WHEN
TOTAL POWER IS ESTIMATED ZERO-DELAY POWER IS ESTIMATED
Circuit | Py, | Dip | Dows | RMS.Error | Max.Error Circuit | Py, | Din | Dot | RMS.Error | Max.Error
c432 04104044 0.97% 16.48% c432 |0.4(041044| 0.33% 4.90%
880 [0.4]0.4|0.32| 1.58% 27.87% c880 |0.4(0.4 032 0.55% 9.87%
¢1908 |0.410.4|0.44| 1.18% 12.71% c1908 [0.410.4 1044 | 0.19% -3.23%
¢2670 | 0.4 |04 (037 1.78% -18.82% €2670 [0.4]0.4 (0371 065% -9.70%
3540 |0.4] 0.4 |0.44| 1.94% -20.33% 3540 |0.4|0.4 044 0.47% -12.37%
¢5315 104104042 1.76% 17.16% ¢5315 | 0.4 0.4 [ 0.42| 0.45% 6.32%
6288 |0.4 |04 |0.44| 6.05% -33.54% 6288 |0.4 (0.4 044 | 0.45% -10.18%
7552 |0.4| 0.4 042 | 2.97% -15.67% ¢7552 |0.4 |04 |0.42| 0.77% -8.82%
where 20
t —1andt are consecutive clock cycles; =
P{} denotes probability. E
Temporal correlation coefficienty) for theith input is defined i 15 o
as [14] £ {IEF
T
Plaf Aai~t = 1) - P(x)® @ -
Yi = 5 1.0 r
P(z;)(1 = P(x;)) .-E' B
z ]
L]
In (3), P(x;) is the probability at an input node, which is Egs f ¥
known, as individual input probabilities are required to deter- ;

mine P,, for the 3-D table-based power macromodel and theé
only quantity that is unknown i®{z} A zi~! = 1}. Therefore,

~; can be estimated accurately, if we can deternfidg. But, ':"-",_-,,:, 05 i e =

we will show now thatl’C; can be uniquely determined from Pawer, rom Corelaled Input Vecks: Stroam {umIHz gats]

the knowledge of’(z;) and D(x;).

Proposition 1—For Any Primary Input Node: Fig. 4. Power comparison between correlated input vector stream and 3-D
macromodel, when total power is estimated.
D .
TC; = Play) — 2 @) 5 _
2 Proof: Let us denote the probability of a low-to-high tran-

sition by P, and the probability of a high-to-low transition by
F,;. Since a low-to-high transition is eventually followed by a
high-to-low transition, then

where
TC;  temporal correlation;

P(x;) signal probability;
D(x;) transition density. Pu— P )
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0.40 i = TABLE VI
T 0 Oo RMS, AVERAGE, AND MAXIMUM ERRORWHEN TOTAL POWER
® =] m| OF CORRELATED INPUT VECTOR STREAM |S ESTIMATED USING
g 4 A% & o 3-D MACROMODEL
I [m] m@]
= 030 - O E @ b
3 5]
%’ B Circuit | RMS.Error | Average Error | Max.Error
o
Q ] =)
§ o020t - :
§ c432 | 3.84% 35.5% 122.16%
=4
w
§ 010 - U DE% -
= 7 0 880 2.00% 16.26% 73.9%
g O
[o]
o
0.00 r : . c1908 | 3.73% 25.75% 114.78%
0.00 0.10 0.20 0.30 0.40
Power, from Correlated Input Vector Stream (uW/MHz/gate)
Fig. 5. Power comparison between correlated input vector stream and 3-D c2670 446% 27.08% 116.44%
macromodel, when total power is estimated.
. . 4 2. 20. 120.01
The transition density can be expressed as €354 936% 0.59% %
D(xi) = Pin + Pa = 2P = 2[P(:) - TC] (6) 5315 | 3.72% 21.72% 121.75%
D(x: c6288 | 41.4% 90.17% 226.64%
Hence, proved. u 7552 | 4.56% 28.73% 124.34%
Therefore, temporal correlation at the primary inputs is taken
care of byP(z;) andD(«;), and we do not need an additional
parameter to represent it. 499 3.36% 43.15% 160.79%
2) Spatial Correlation: We will consider only pairwise cor-
relations. We defing C;;, the spatial correlation between thk
andjth inputs, as 1355 | 2.846% 29.66% 134.71%

SOij = P{J}Z ANxj = 1}

®)

Ill. CHARACTERIZATION
l.e., the probability of bqth 'npUtS being high smultaneous!y. We assume that the combinational circuit is embedded in a
The reason for consideringCj; as the measure of spatial

rrelation Hicient follows from the definition of correlati nIarger sequential circuit, so that its input nodes are the outputs
ggef?ige(rzt [Clc;? clentioflows iro ede on ot correlaliony jatches or flip-flops and that they make at most one transition

per clock cycle. We assume that the sequential design is a single
clock system and ignore clock skew, so that the combinational
pii = . (9) circuitinputszy, 2, ..., x, switch only at time 0.
V(i) Pla;)(1 = Ple)(1 = Plzy)) Atthis point it is helpful to recall some definitions. The signal
_— . . . - - probability P(x;) at an input node; is defined as the average
::rom tthe d(?f|n|t|on givenin (8), itis clear thAlCy; is sufficient fraction of clock cycles in which the final value of is a logic
0 capturep;;. high. The transition densiti)(«;) at an input node; is defined

SC"A\S the nu;nber ?If_pnmary mpu(;s [[ncrﬁas\/?/s,;he r;um%er 8 the average fraction of cycles in which the node makes a logic
ij parameters witl Increase quadratically. Ve have Iound €y, qiviq (its final value is different from its initial value). For

pirically that if we considelSC,,, (averagespatial correlation brevity, in this section we will writd®; andD; to represenp ()

coeff-|C|en1|.e., average of alfC; te”f‘sf)' as the fourth param- ndD(z;). Both P, andD; are real numbers between zero and
eter in the power macromodel, sufficient accuracy can be ob-

) T : ) .“one.
tained for estimating the power of highly correlate_d primary in- g - ise the input signats make at most a single transition
puts. Thus, our table-based power macromodel in presenc

epg cycle, there is a special relationship between probability and
the fourth parameter looks as follows: density, given by

P{J}Z ANx; = 1} - P(.TZ)P(.TJ)

i D;
(10) ?SPzél——-

: (11)

Pavg = f(-Pim Din7 SOirn Dout)-
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D(x) 1 Let us consider that we have to generate a block ebnsec-
L R RRREY RRCLIIEEEE utive input vectors, with each vector consisting of 1's and 0’s,
\ ; and let us denote thieth vector byV;.. SCj, can be written in
/N 1 terms of the input vectors as
/ N SCin = lim SCN (21)
/ N : N—oo
N where
/ N\ N
/ N\ N
’ «jl 0.5 \1 PO o = Z (n—1) Z Z ok
e (x) k=1 =1 j=i+1
n
Fig. 6. Relationship between density and probability for discrete-time signals.
D ID D TS

k=1 i=1 j=i+1
The derivation of this property is rather simple, as follows. Let

d Wherea:Z © is the ith bit in the kth vector. Notice that

11 (o) be the average number of consecutive clock cycles t
Z i1 T KTk = = number of bit pairs, irkth vector,

an input node remains high (low). Through a minor extensi at are (1 Ji) Therefore

of the results in [10] to the case of discrete time sign&i&;)

andD(z) at input noder are given by Z Z s = n1(k)(n1(k) — 1) (23)
t,Rvy, kK —
P(z) = 12 (12) i=1 j=it1 2
Ho + 1

wheren; (k) = number ofl’s in V;,.
By substituting (23) into (22), we get

2
= (13) N
po i sof = 2y mhm® = 1) oy
from which it follows that T Na(n—1)H~ 2
= @ (14 Atthis point, it will be helpful to definef%Y . For a block of
D(x) N vectors,P,, can be written as
N
2(1 — P(x)) Py = hm P (25)
Ho = T D) (15)  where
Sincep; > 1 andug > 1, (14) and (15) lead to the required . Nk
result (11). Py = NZ 175 ), (26)
One can rewrite (11) as k=1
D; <1-2|F; - 0.5] (16) Notice that for largeV
so that for a giverP(z), D(z) is restricted to the shaded region 1
shown in Fig. 6. N > ni(k) = n P (27)

We also recall the definitions of the average input probability,

denoted?,,, and average input density, denofeg, as follows: |t can be shown from (24) and (26) that, if we allow(k)

" " to take real noninteger values, then the minimum valug@f’
- 1 Z P, D, = 1 Z D, (17) occurs when, for alk (see Appendix A for proof)
n1(k) = nPX. (28)
wheren is the number of input nodes. It is clear from (11) thatherefore, a lower bound ofiCY is given by
similar bounds hold foP,, and Dy, N
nPy (nPy — 1)

Dln Din SC]V 29
ns1-2 a8) ") )
. For large values ofV, this leads to
from which we also have P _p
niri, — {4in
Dy, <1-2|Py —0.5]. (19) SCin > ﬁ (30)

Similarly, we can derive a special relationship betwsSe€s, To compute an upper bound ¢iC, we start with the ob-
and Py, i.e., givenP,,, we can find lower and upper boundsservation that the maximum value 6€°% in (24) will occur
for SC,. Becauses Cy, is a probability, it can take values onlywhen as many:, (k)'s as possible are set to their maximum
between zero and one. Before describing the bounds, we fivatue n, because of the quadratic term. Since notrallk)’s
recall the definition ofSCjy, can be set toy due to (26), the larges§CY is achieved by

9 n havingm < N vectors haven; (k) = n 1's, one vector con-
SCin = nn=1) > > Plei=1z;=1} (20) tain the remaining' < n 1's, and the remaining vectors con-
i=1 j=it+l tain all 0’s. In other wordssn: is the largest integer for which
wheren is the number of primary inputs. mn+r =Y (k) = NnPY, where0 < r < n is an
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SCy! of power values may be associated with a single cell in the table.
At the end of the characterization, every cell is filled with the
average of the power values associated with it. Some cells may
vl have no power values associated with them, in which case their
contents are left at zero. When it comes time to use the table, in-
‘ S terpolation and extrapolation can be used to find the power for
T ; a(Py, Diy, SCi, Douwt) combination, which does not exist in
T the table. In the next section, we will show a number of results
that demonstrate the accuracy of this approach over awide range
Fig. 7. Relationship between probability and spatial correlation i input statistics, in vyhich interpolation and extrapolation were
discrete-time signals. used whenever required.
The above characterization process is straightforward, except

integer. With thisyn = | NP2 |, and the largest possible valudor the generation of the block of input vectors at the primary

U ' 0P

of SCX is given by inputs such that the average values of probability, density, and
spatial correlation are equal #&,, D;,, andSCy,, respectively.
N _mnn—1+r(r—1) m r(r—1) Mathematically, the problem can be stated as to generate a
SCin = Nn(n —1) =57 Nn(n—1) (1) plock of N input vectors (as shown in Fig. 10) such that they

satisfy the following requirements:
From this, it follows that

Pig ~ Pn
SCin = ]\liln Sclj\nr < Py (32) DIJ\I; ~ D,
SCi = SCi (34)
due to the fact thatn/N = PY — (r/Nn) so that
hlnN—wo.m/N = Py. _ whereP,,, Di,, andSC;, are the required average signal prob-
Combining the lower and upper bounds gives ability, average transition density, and average spatial correla-
) tion coefficient, respectively, at the primary inputs, which sat-
nPy — Pin < SCu. < Pu. (33) isfy (18) and (33). SimilarlyPy, D}y, andSCyY are the aver-
(n—1) ages obtained from the generated input vectors.

o ) ) We have developed a heuristic technique to generate blocks
The shaded region in Fig. 7 shows the feasible regioffoand ¢ input vectors satisfying (34). Fig. 11 shows a histogram

SCin. Shown in Fig. 8 is the 3-D plot showing the relationship¢ he Euclidean distance betweetP.f, Din, SCin) and
betweenPy, Din, andSCi,. The two shaded surfaces are thepy "N~ goNY for blocks of input vector of Sizé/ — 100

lower and upper bounds f&C;, for different values of?;,, and ovlgr7a U\;ijde range 0Py, Din, and SCin values. It is clear
Dy,. It is evident from the figure thab;,

_ does not have any rom the figure that for most cases the distance is near zero,
effect onSCiy. The surface in the, Din) plane shows the g that the maximum error is under 5%, thus demonstrating

relationship betweet,, and Dy, as given by (18). _ the accuracy of this technique. For more details on this, refer
Thus, the 4-D table with axeB,,, Diy, SCiy, andD; will to [15].

not be completely full, and the choices Bf,, Din, andSCin  Taple v gives the execution times for the ISCAS-85 cir-
during characterization will have to satisfy the above constraintgiis under the column named “Time.” for building the lookup-
(18) and (33). We subdivide the probability, density, and spatiglye_pased macromodel. The execution times are on a Sun Ul-

correlation axes between zero and one into intervals of size OtrJaSPARC 1 with 64 MB of RAM. It can be seen from the
so that we form a 16< 10 x 10 grid in the(Pin, Din, SCin)  taple that the largest execution times are required for c7552 and
plane. This choice is rather an arbitrary one, which we hayg,gg respectively. This is due to the fact that it is very time
found works well. Only a fraction of these points are validynsming to compute the power dissipation for these circuits.
namely, those that fall inside the shaded regions in Figs. 7 a8ffe humper of iterations (power estimation runs) required to
8. Each valid grid point will correspond to a column of cells ifyjig the macromodel is the same for all the circuits, including
the table along thé),,; axis as shown in Fig. 9. c7552 and c6288. If one uses a more efficient power estimator,
For each valid grid point in thePin, Din, SCin) SPace, We ha gyerall time to build the macromodel would be reduced. In

generate blocks of input vectors such that the average probgy case, it should be kept in mind that the time required to build
bility, density, and spatial correlation at the primary inputs at8 o macromodel is a one-time up-front cost.
equal toP,,, Dy, andSCy,, respectively. Using these vectors,

the circuit power is computed using Monte Carlo power estima-
tion [13], and the value oD,,; is computed as the average of

the individual (zero-delay) density values at the circuit outputs, In this section, we report the results of the 4-D power macro-
also found during the Monte Carlo analysis. The valu®gf; modeling approach on the ISCAS-85 circuits. We have imple-
is rounded to the nearest grid point on thg,; axis, and the mented this approach and built the power macromodels (4-D
power value obtained is associated with the resulting cell lodaokup tables) for a number of combinational circuits. In order

tion (P, Din, SCin, Doy ) in the table. Eventually, a numberto study the accuracy over a wide range of signal statistics, we

IV. M ODEL ACCURACY EVALUATION
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Fig. 9. Four-dimensional power macromodel.
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Fig. 10. A block of N input vectors.
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Fig. 11. Distance distribution betweenPi, D;,,SC;,) and @F,
DN SCHN).

input vectors were generated this way for every ISCAS-85 cir-
cuits, for which the power was estimated from gate-level Monte
Carlo simulation; the Monte Carlo simulation also provides ac-
curate estimation ob,;. The power values predicted by the
lookup table were compared to those from simulation, and the
rms, absolute average and maximum errors were computed.
The results are summarized in Table VII for the case when
total power is estimated. It is seen that the rms error is very
good, under about 5%. The largest maximum error is at 22.56%
for c432, because the estimated power value is very small and a
slight difference in power value causes alot of error. The average
error in all cases is less than 6%, which shows the accuracy

randomly generated blocks of input vectors at the circuit inputé our macromodeling approach. The combined scatter plot of
while covering a wide range d?,,, D;,, andSC;, values that all ISCAS-85 circuits showing the accuracy of this approach is
satisfy (18) and (33). Approximately 1000 such valid blocks athown in Fig. 12. An enlarged view of the lower section of this
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TABLE VII 2.0 x .
ACCURACY OF THE4-D LOOKUP TABLES, WHEN TOTAL POWER IS ESTIMATED
)
©
N
Circuit | RMS.Error | Average Error | Max.Error | Time % 15 - )
2
2
c
c432 0.868% 5.56% 22.56% | 11.75hrs -% 10 L |
£
(7]
c880 | 0.647% 3.73% 14.64% | 6.24hrs §
T 05t .
(]
g
c1908 | 0.729% 3.85% 16.89% | 4.59hrs o
0.0 ‘ ‘ !
0.0 0.5 1.0 1.5 2.0
c2670 | 0.738% 3.08% 11.52% |14.23hrs Power, from Macromodel (uUW/MHz/gate)
Fig. 12. Agreement between the 4-D table and accurate power estimation,
3540 | 0.802% 3.61% 16.53% | 21.32hrs when total power is estimated.
0.40 : T
¢5315 | 0.612% 2.48% -14.58% | 16.21hrs o
) 0
©
> iy
c6288 4.14% 3.75% 18.23% | 34.4hrs % 0.30 - L 4
= 0
= 0
c7552 | 0.847% 3.03% -16.58% | 58.4hrs 5 O
T 020 [E A
=
(7]
c499 0.497% 4.05% 16.4% 2.3hrs £
<]
- 010 - 1
:
¢1355 | 0.5167% 4.19% 15.6% 2.09hrs &
0.00 ! . :
0.00 0.10 0.20 0.30 0.40

I — . , from M del (UW/MHz/gat
plotis givenin Fig. 13. Both these plots report normalized powe, Power, from Macromodel (u gate)

values, so that the results for all the circuits can be exammedlgg. 13. Agreement between the 4-D table and accurate power estimation,
the same plot. when total power is estimated, enlarged view.
For completeness, the accuracy of the macromodels when

zero-delay power is estimated is shown in Table VIl and in the o
scatter plotin Fig. 14. Over a wide range of signal statistics, tH¢§ US€ the same model template for all types of combinational

rms error is below 0.60%, the average error is under 5%, aficuits, and no specialized analytical expressions are required.

the maximum error is under 18%. The scatter plot also shofgother important fact is that this model works for all possible
excellent agreement. signal switching statistics.
We have shown why it is advantageous to use a 4-D table and

described an automatic procedure for building the 4-D macro-
model, without the need for user intervention. Once the model
for a combinational block has been built, it can be used to esti-

Since gate-level power estimation can be time-consumingate power during high-level power estimation, based on signal
and because power estimation from a high level of abstractistatistics that are computed from a high-level functional simu-
is desirable so as to reduce design time and cost, we héation. Over a wide range of input/output signal statistics, we
proposed a power macromodeling approach for combinatiomalve shown that this model gives very good accuracy, with an
circuits with synchronous inputs. Our macromodel consists of@s error of about 4%. Except for one out of about 10 000 cases,
4-D lookup table with axes for average input signal probabilityhe largest error observed was under 20%. The average error
average input transition density, average input spatial corsgas under 6%. If one ignores the glitching activity, then the rms
lation coefficient, and average output (zero-delay) transitia@rror becomes under 0.60%, the average error under 5%, and the
density. A novel and significant aspect of this approach is thargest maximum error under 18%.

V. CONCLUSION
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TABLE VIII
ACCURACY OF THE4-D LOOKUP TABLES, WHEN ZERO-DELAY POWER
IS ESTIMATED

Circuit | RMS.Error | Average Error | Max.Error

c432 0.428% 4.409% 17.35%

¢880 0.519% 3.62% 13.97%

<1908 0.461% 3.73% 15.69%

¢2670 0.307% 2.18% 10.16%

¢3540 0.413% 3.22% 15.55%

c5315 0.29% 2.08% -12.20%

6288 0.332% 2.218% 17.37%

c7552 0.23% 2.65% -14.32%

c499 0.45% 3.95% 16.34%

c1355 0.383% 4.03% 15.04%

0.30 r
% 0.25 1
N
s
S 0.20 - 4
&
c
o
® 0.15 | E
=
= =
5]
i mis |
£ 0.10 E z
o}
£ 005 | 1
o
000 L Il Il Il
0.00 0.05 0.10 0.15 0.20 0.25 0.30

Power, from Macromodel (uUW/MHz/gate)

APPENDIX A

We will derive the values of, (k), for whichSCY and hence
S Ciy, takes its minimum value, in support of the result (28). We
start by writing (24) as

N

N
> k) = na(k) =n(n— HNSCL. (A.1)
k=1

k=1
From (26), we have

N
> (k) =nNPY (A.2)
k=1

which is a constant. Therefore, the minimization problem be-
comes

N
minimize > ni(k)

k=1

N
such that ni(k) =nNPY. (A.3)

Proposition Al: If n1(k) are allowed to take real noninteger
values, then the minimum value cEf::l ni(k), subject to
(A.2), occurs when for alk

ni(k) =nPX. (A.4)

Proof: The problem given by (A.3) is a constrained min-
imization problem. Because it is a convex problem, it can be
solved by converting it (by introducing a Lagrangian) into an
unconstrained problem [16], leading to

N N
minimize " ni(k) — A <nNRf;’ -> nl(k)> (A.5)

k=1 k=1

where A is a constant. Di1’“ferentiatinngL1 ni(k) —
AnNPY — S ny(k)) with respect tov (k) and setting it
equal to zero, we get

Fig. 14. Agreement between the 4-D table and accurate power estimation,
when zero-delay power is estimated.

A
ni(k) = —3 (A.6)
Plugging this value ofi; (k) into (A.2), we get
A= —2nP) (A.7)
= ni(k) =nPl. (A.8)
Hence, proved. ]
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