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SUMMARY

To compensate for the effects of fading in wireless channels, IEEE 802.11 systems utilize a rate-adaptation
mechanism to accomplish a multi-rate capability. However, the IEEE 802.11 distributed coordination
function results in a fundamental performance anomaly in multi-rate networks; namely, when stations with
different transmission rates collide, the throughput performance of the high-rate station is significantly
degraded by the relatively longer channel occupancy time of the low-rate station. This study resolves this
problem through the use of an enhanced high-performance distributed coordination function (EHDCF)
protocol. While most existing solutions to the multi-rate performance anomaly problem have the form
of simple contention-based protocols, EHDCF has two modes, namely a contending mode and an active
mode. In the proposed protocol, new stations joining the network are assigned a contending mode, but
switch to an active node (and are therefore permitted to transmit data packets) as soon as they have gained
access to the channel. Having transmitted a data packet, the active node then selects the next transmission
station in accordance with a probability-based rule designed such that the high-rate stations within the
network receive a greater number of transmission opportunities than the low-rate stations. The simulation
results show that the EHDCEF protocol not only yields a significant improvement in the network throughput
but also guarantees the temporal fairness of all the stations. Copyright © 2009 John Wiley & Sons, Ltd.
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1. INTRODUCTION
As the IEEE 802.11 [1-3] continues to evolve, an increasing number of wireless products are

being developed and deployed. To counter the inevitable effects of fading in wireless channels,
various rate-adaptation mechanisms [4, 5] have been developed to facilitate the co-existence of
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multiple transmission rates within the same channel. In general, IEEE 802.11 provides a high level
of support for multi-rate transmission environments. For example, IEEE 802.11b supports rates of
1,2, 5.5 and 11 Mbps, respectively, while IEEE 802.11a supports eight different rates ranging from
6 to 54 Mbps. However, the IEEE 802.11 standard faces a fundamental performance anomaly [6]
in multi-rate environments. In that when a high-rate station collides with a low-rate station, it must
wait for the low-rate station to complete its transmission, and hence its throughput is significantly
reduced. As a consequence, developing the means to reduce the occurrence of collisions between
the stations with different rates [7] is an essential concern in multi-rate networks.

In [8-10], it was shown experimentally that IEEE 802.11 systems with RTS/CTS access gener-
ally achieve a better performance in multi-rate networks than those with basic access mechanisms,
but perform less well than systems with basic access capabilities in single-rate networks under low-
traffic load conditions. Thus, it was inferred that the RTS/CTS mechanism achieves an effective
reduction in the number of channel collisions, and therefore prompts a significant improvement
in the performance of multi-rate networks. In [11], the authors proposed an adaptive contention
window (CW) mechanism in which the number of active nodes in the network was estimated using
the Kalman Filter Estimation scheme [12] and the Particle Filters method [13], and the size of
the CW was then adjusted appropriately in accordance with the level of network congestion. The
experimental results demonstrated that the proposed approach yielded a further improvement in the
performance of IEEE.802.11 networks relative to that achieved using the RTS/CTS access method.

Although the methods described above achieve an effective improvement in the network
throughput as a result of the avoidance of collisions, they assign the same degree of channel access
priority to both the high-rate stations and the low-rate stations. As a result, all stations have the
same throughput, and thus the performance of the network is artificially constrained. At present,
three basic methods exist for enhancing the performance of IEEE 802.11 medium access control
(MAC) by assigning different channel priorities to stations with different rates, namely packet size
differentiation (PSD) [14], CW differentiation [15, 16] and interframe gap (IFG) differentiation
[17]. In the PSD approach, the size of the packets transmitted by the different stations is varied
in accordance with their respective data rates, i.e. high-rate stations transmit longer packets, while
low-rate stations transmit shorter packets. Although the PSD method yields a notable improvement
in the network performance, it requires the packets to be fragmented at the sender and then reassem-
bled at the receiver, which not only increases the computational burden at the MAC layer, but
also consumes a greater amount of power. In the CW differentiation method, the high-rate stations
are simply assigned a smaller CW such that they can access the channel more easily. Finally, in
the IFG differentiation approach, stations with a shorter IFG (i.e. a higher transmission rate) are
granted preferential access to the channel relative to those with a longer IFG. However, while the
IFG method improves the network performance, it inevitably induces a temporal unfairness among
the various channel users.

All three methods described above are basically based on contention-based operation, and
therefore cannot guarantee to maximize both the throughput and the fairness of the network.
Accordingly, this study proposes a new MAC protocol based on the high-performance distributed
coordination function (HDCF) scheme presented in [18] for achieving a higher and more stable
throughput in single-rate networks, while simultaneously ensuring a fair access to all the network
users. The principal difference between the scheme presented in this paper and that proposed in
[18] is the use of a selection rule based upon a data-rate ratio metric.

The remainder of this paper is organized as follows. Section 2 simply reviews the HDCF protocol
proposed in [18] and discusses the performance anomaly problem in multi-rate wireless systems.
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Section 3 introduces the enhanced high-performance distributed coordination function (EHDCF)
protocol developed in this study and formulates an analytical expression for the maximum attainable
network throughput. Section 4 describes the results of a series of simulations designed to evaluate
the throughput and to confirm the ability of the EHDCF protocol to resolve the performance
anomaly problem. Finally, Section 5 presents some brief concluding remarks and indicates the
intended direction of future research.

2. BACKGROUND

2.1. HDCF protocol

The HDCEF protocol has two working modes, namely an active mode and a contending mode. In
the active mode, once the current transmission station has transmitted a packet and received an
ACK message, it selects the next transmission station in accordance with a uniform distribution,
i.e. each station in the active list has the same probability of being selected as the next transmission
station. As shown in Figure 1(a), the selected station waits for an interval of one PIFS following
the previous transmission and then sends out a packet of its own. Thus, in the active mode, all
the stations are guaranteed to be contention free. In the contending mode, the HDCP protocol
is identical with the original IEEE 802.11 distributed coordination function (DCF) protocol, i.e.
the stations start transmitting as soon as the back-off and DIFS expire. However, fewer collisions
occur in the HDCF protocol contending mode than in the original DCF protocol since only new
transmission stations need to contend for the wireless channel.

When the selected next transmission station detects a signal before the PIFS has elapsed, it stops
its transmission to allow the new stations to contend for the channel access and then enter into the
active mode. As shown in Figure 1(b), the new station issues a jamming signal after the finish of
the current active transmission plus one SIFS interval. Then if the idle time for the channel lasts
for the duration of DIFS-SIFS plus back-off time, the new station can transmit its data frame.

2.2. Performance anomaly problem

If all the stations in a wireless network select a data rate in accordance with the auto rate
feedback (ARF) mechanism or the receiver-based auto rate (RBAR) scheme, the network will
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Figure 1. HDCF protocol (redrawn from [18]): (a) no new station interruption
and (b) new station interruption.
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Figure 2. Simulation scenario.

inevitably contain multiple transmission rates, and thus the performance anomaly problem may
arise. For example, consider the IEEE 802.11b system shown in Figure 2 in which stations
A and B both wish to transmit data to the server C, and station A moves progressively away
from the server. Assume that in accordance with the rate-adaptation MAC protocol, the data rate
of station A reduces from 11 to 1 Mbps as the distance between it and the server increases.
In addition, assume that the size of the data packets transmitted by the two stations is the
same and remains constant. As a result, the channel occupancy time of each station varies
inversely with the respective data rate. Consequently, as station A moves away from the server,
its channel occupancy time increases since the IEEE 802.11 DCF is designed to guarantee
the fairness of each node in accessing the channel. However, since station B does not move, the
time for which it occupies the channel remains constant. Thus, in the same time interval, the
total number of packets transmitted by stations A and B reduces as the data rate of station A
decreases.

To clarify the performance anomaly problem, a simulation was performed in which stations A
and B in Figure 2 both transmitted CBR traffic with a packet generating rate of 2 Mbps to station
C with a packet size of 1000 bytes. The simulation was run for a total of 60s. From 0 to 20s, the
data rates of stations A and B were both specified as 11 Mbps. However, from 20 to 40 s, the data
rate of station A was reduced to 1 Mbps, while that of station B remained constant at 11 Mbps.
Finally, from 40 to 60s, station A was removed from the network, while station B continued
to transmit data at the same rate of 11 Mbps. Figure 3 illustrates the variation over time of the
throughputs at station C received from stations A and B, respectively. Over the period 0-20 s, both
stations transmit their data at a rate of 11 Mbps, and thus station C receives 2 Mbps of data from
each station. As a result, the overall throughput of the system is 4 Mbps. However, from 20-40s,
the data rate of station A reduces to 1 Mbps. As shown in Figure 3, the throughput of station A
therefore reduces from 2 Mbps to 750 kbps. Although the data rate of station B remains unchanged
at 11 Mbps, the simulation results show that the greater channel occupancy of station A arising as
a result of its lower data rate causes the throughput of station B to reduce to a similar level to that
of station A. Consequently, the total throughput reduces from 4 to 1.5 Mbps. After 40, station A
leaves the network, and thus the throughput of station B (and that of the total network) increases
to 2 Mbps.
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Performance anomaly in Basic access
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Figure 3. Performance anomaly problem in multi-rate IEEE 802.11b system.

3. EHDCF PROTOCOL

This section describes the EHDCF protocol proposed in this study. As in the original HDCF
protocol, EHDCF has two working modes, namely an active mode and a contending mode. Each
active node maintains an active station list containing all the active stations that still have data
frames to transmit and their corresponding transmission rates.

3.1. Selection rule

The main difference between EHDCF and HDCF is the selection rule. In the HDCF protocol,
each station has equal opportunity to be selected as the next transmission station while in the
EHDCEF protocol, the selection rule applied by the current transmission station in selecting the
next transmission station is based on a data-rate ratio metric. Assume that the network contains a
total of K different rates and the number of stations with a rate R; is denoted as N;. According
to the proposed selection rule, the probability of any station in the active station list being chosen
as the next transmission station is specified as

Nl'XR,'

—% (H
et NixRi

Pselect=

For example, consider the case of two active stations with data rates of 1 and 2 Mbps, respectively.
According to Equation (1), the station with a rate of 1 Mbps transmits just once, while that with
a rate of 2 Mbps transmits twice in every interval of three time slots on average.
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3.2. Information broadcasting in EHDCF protocol

In the EHDCEF protocol, the header frame of each packet transmitted by an active station includes
the following three key items of information: (1) whether the station has more data to transmit,
(2) the transmission rate of the station and (3) the identity of the station chosen as the next
transmission station. In indicating whether or not it has more data to transmit, the station simply
uses the ‘More Data’ control field in the conventional IEEE 802.11 MAC frame (see Figure 4).
Meanwhile, the data transmission rate is indicated in an appropriate field in the physical layer
frame, e.g. the ‘Signal’ field in the IEEE 802.11b standard (see Figure 5) or the ‘Rate’ field in
the IEEE 802.11a standard (see Figure 6). Finally, the address of the next transmission station is
indicated in an additional field appended to the MAC header. Although the additional field incurs
a 6byte overhead, this overhead is very small compared with the average data packet size and
therefore has a negligible effect upon the system throughput.

2 Bits 2 Bits 4 Bits 1 Bit 1 Bit 1 Bit 1 But 1 Bt 1 Bit 1 Bit 1 Bit
Protocol 1 . From | More ) Pwr. | More : )
Veersion Tyye lityge S NS | Frag e Mgt ‘ Data MEES Khnte

———
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Figure 4. IEEE 802.11 MAC frame.
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Figure 5. IEEE 802.11b header.
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Signal Field )
- -t T
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Figure 6. IEEE 802.11a header.
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Figure 7. Illustrative EHDCF example.

3.3. EHDCEF illustrative example

As a further illustration of the EHDCEF protocol, consider the example shown in Figure 7, in which
station A with a 2 Mbps data rate has three packets to transmit, while station B with a 1 Mbps data
rate has two packets. Initially, both stations use DCF to contend for channel access. Assuming
that A wins the contention, it transmits one packet, and adds itself with a data rate of 2 Mbps to
its active station list. The packet sent by A informs all the other stations in the network that A
still has packets to transmit. Furthermore, the packet header indicates that the next transmission
station is once again station A since no other stations currently exist in the active list. However,
station B subsequently interrupts station A by jamming for one slot SIFS after the ACK packet.
After jamming, station B waits for one slot and a random number of back-off (BO) slots, and
then starts to transmit its first data frame and adds itself to its active list with a data rate of
1 Mbps. Moreover, station B calculates the next transmission station probability in accordance with
Equation (1) and obtains a result of % for station A and % for station B. In other words, station A
has a higher probability of being selected as the next transmission station. Assume that A is indeed
selected and starts to transmit after the PIFS has elapsed. Having transmitted its packet, station A
calculates the next transmission station probability using Equation (1), and once again receives a
higher probability. Thus, station A is retained as the next transmission station. Once station A has
transmitted its third and final packet, it removes itself from the active list. Consequently, in the
next turn, station B is automatically selected as the next transmission station and therefore sends
out its final packet. Having received an ACK message, station B removes itself from the active
list such that the active list becomes empty.

3.4. Maximum achievable throughput in EHDCF protocol

The maximum attainable throughput under the EHDCF protocol can be formulated as

: B E[L] o
EHDCF = BIES ¥ SIFS + E [ Tuata] + Tack + 20

where ¢ is the propagation delay, E[L] is the average packet size, E[Tya] is the average time
needed to send one data packet and T,¢ is the time needed to send an ACK.
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For example, in a multi-rate IEEE 802.11b system in which an equal number of nodes have
transmission rates of 1, 2, 5.5 and 11 Mbps, respectively, the probability of any station with a rate
i being selected as the next transmission station is obtained from Equation (1) as

P (3)
C X ko1 R
The time required to transmit a single data frame at a rate of 1 Mbps is given by
MacHeader+-PacketSize
Tdata,1 =PhyHeader+ + 4)

1

Similarly, the times required to transmit a single data frame at a rate of 2, 5.5 and 11 Mbps can
be expressed, respectively, as follows:

T MacHeader + PacketSi
data,z—PhyHeader—|— cHeader CKELS1ZE (5)
Ma acketSi
Tyata.5.5 = PhyHeader+ cHeadeg+5P cketSize ©
/ MacHeader + PacketSize
data, 11 —PhyHeader+ T ( )

Thus, E[Tya] in Equation (2) can be expressed as

Tdata,l x 14 Tdata,Z x 24 Tdata,S.S x5.5+ Tdata,ll x 11
142455411

The current solutions for resolving the performance anomaly problem in multi-rate channels, e.g.

PSD [14], CW differentiation [15, 16] and IFG differentiation [17], all utilize the DCF mechanism,

i.e. the stations must all contend to access the channel. The maximum DCF throughput is formulated
as [19]

E[Tgatal = ®)

P E[L] ©)
P CWhino
+DIFS +SIFS + E[ Taata] + Tack +20

Comparing Equation (9) with the EHDCF throughput given in Equation (2), it is clear that EHDCF
does not require a back-off interval and therefore obtains a higher throughput.

4. PERFORMANCE EVALUATION

This section commences by comparing the model for the maximum achievable throughput of the
proposed EHDCF protocol with the simulation results, and then compares the fairness index of
EHDCEF with that of existing solutions for the performance anomaly problem. The simulations
consider an IEEE 802.11b system with four different data rates, i.e. 1, 2, 5.5 and 11 Mbps,
respectively. The transmission rates of the RTS, CTS and ACK frames are specified as 1 Mbps in
every case. The remaining simulation parameters are summarized in Table I. In performing the
simulations, three different multi-rate scenarios are considered, i.e. 1:1:1:1, 1:2:3:4 and 4:3:2:1,

Copyright © 2009 John Wiley & Sons, Ltd. Int. J. Commun. Syst. 2009; 22:1045-1061
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Table 1. Simulation parameters.

SIFS  (us) 10 Phy header (bits) 192
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Figure 8. EHDCF throughput: analytical model vs simulation.

where 1:2:3:4 (for example) indicates that for a network with a total of n stations, the number of
stations with transmission rates of 1, 2, 5.5 and 11 Mbps, respectively, is distributed in the ratio
1:2:3:4. In other words, in a network containing 20 stations, 2 stations have a data rate of 1 Mbps,
4 stations have a data rate of 2 Mbps, 6 stations have a data rate of 5.5 Mbps and 8 stations have
a data rate of 11 Mbps. In addition, it is assumed that all the stations always have data packets to
send and remain within transmission range of one another at all times.

4.1. Analytical model vs simulation

Figure 8 presents the analytical and simulation results for the total system throughput under each
of the three simulation scenarios for networks of varying size. It is observed that the simulation
results are very close to the analytical results, even though the stations first need to contend and
then switch to the active mode.

4.2. Throughput

Figures 9-11 illustrate the variation of the saturation throughput with the number of stations
for the proposed EHDCF protocol and various other protocols in each of the three simulation
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Figure 9. Throughput comparison in 1:1:1:1 network.
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Figure 10. Throughput comparison in 1:2:3:4 network.

environments. It is observed that the EHDCF protocol consistently achieves the highest throughput
of all the protocols due to its ability to effectively reduce the number of collisions (or to avoid
collisions entirely when all the nodes are in an active mode).
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Throughput Comparison: 4:3:2:1
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Figure 11. Throughput comparison in 4:3:2:1 network.

4.3. Fairness

The previous section has demonstrated that the EHDCEF protocol achieves an effective improvement
in the throughput of multi-rate networks. This section compares the fairness of the EHDCF protocol
with that of the same set of protocols considered above. In performing the analysis, the throughput
fairness and temporal fairness are evaluated using the Jain index [20], defined as

_ Qi Si)?
”Z?:l Si2

where n denotes the total number of stations and S; represents the amount of resource that station
i acquires, i.e. the throughput of station i when evaluating the throughput fairness and the time
for which station i occupies the channel when evaluating the temporal fairness. Note that the
fairness index has a value between O and 1, with a higher value indicating a greater degree of
fairness.

FI (10)

4.3.1. Throughput fairness. Figures 12—14 compare the throughput fairness of the EHDCEF protocol
with that of the other protocols for the 1:1:1:1, 1:2:3:4 and 4:3:2:1 simulation environments,
respectively. It can be seen that of the various schemes, the IEEE 802.11 DCF protocol (with or
without RTS/CTS) achieves the highest throughput fairness in every environment. In contrast to this
protocol, EHDCF and the other traditional performance anomaly solutions assign different trans-
mission priorities, i.e. different packet sizes or different channel access opportunities, to stations
with different transmission data rates. As a result, high-rate stations receive more transmission
opportunities than low-rate stations, and therefore achieve a higher throughput. However, this higher
throughput is obtained at the expense of the lower-rate stations, and thus the throughput fairness
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Throughput Fairness Comparison: 1:1:1:1
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Figure 12. Throughput fairness in 1:1:1:1 network.
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Figure 13. Throughput fairness in 1:2:3:4 network.

is less than that achieved using the IEEE 802.11 DCF protocol. Of the performance anomaly solu-
tions, the IFG differentiation scheme achieves the highest throughput fairness under light-loaded
network, while the EHDCF protocol achieves the second highest. However, it is noted that as
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Throughput Fairness Comparison: 4:3:2:1
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Figure 14. Throughput fairness in 4:3:2:1 network.

the number of stations increases, the throughput fairness index of the IFG differentiation scheme
decreases, while that of the EHDCF protocol remains relatively unchanged. The degradation in
the throughput fairness of the IFG differentiation scheme reflects the fact that the transmission
channel is dominated by the high-rate stations, which increase in number and therefore occupy the
channel for a greater proportion of time as the network size increases. By contrast, the EHDCF
protocol always assigns transmission opportunities in accordance with Equation (1) irrespective of
the number of nodes in the network, and thus the value of the throughput fairness index remains
approximately constant as the size of the network is increased.

4.3.2. Temporal fairness. Figures 15-17 compare the temporal fairness of the EHDCF protocol
with that of the IEEE 802.11 protocols and the traditional performance anomaly solutions in the
three simulation environments, respectively. The results show that the various protocols can be
ranked in terms of reducing temporal fairness as follows: PSD > EHDCF > CW differentiation >
IEEE 802.11 (with or without RTS/CTS) > IFG differentiation. Although the PSD method yields
the highest temporal fairness of the various schemes, its implementation requires the fragmen-
tation and reassembly of the original data packets at the MAC layer of the source and receiver
nodes, respectively, which increases both the computational complexity and the overall power
consumption. By contrast, the EHDCF protocol transmits the data packets of the various stations
in their original form, and thus no fragmentation or reassembly processes are required. Further-
more, although the EHDCF protocol assigns more transmission chances to the high-rate stations
in the network than to the low-rate stations, the channel occupancy time is virtually the same for
the two types of station provided that the packet size is fixed and of the same size. As a result,
the EHDCF method achieves a good temporal fairness in all the considered networks.
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Figure 15. Temporal fairness in 1:1:1:1 network.

Temporal Fairness Comparison: 1:2:3:4
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Figure 16. Temporal fairness in 1:2:3:4 network.

5. CONCLUSION

This paper has proposed an EHDCF protocol for alleviating the performance anomaly problem
in multi-rate wireless networks. The efficacy of the proposed protocol has been confirmed by
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Figure 17. Temporal fairness in 4:3:2:1 network.

comparing its throughput and fairness characteristics with those of existing performance anomaly
solutions, including the PSD method, the CW differentiation scheme and the IFG differentiation
method. The simulation results have shown that EHDCF not only yields an effective improvement
in the throughput of multi-rate wireless networks, but also guarantees the temporal fairness of
all the stations within the network, irrespective of their transmission rates. In a future study,
the EHDCF protocol will be extended to the resolution of the performance anomaly problem in
multi-hop wireless network environments.
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