
Stateful Inter-Packet Signal Processing for Wireless Networking

Shangqing Zhao†, Zhengping Luo†, Zhuo Lu†, Xiang Lu‡, and Yao Liu†

† University of South Florida, Tampa FL, USA.
‡ Institute of Information Engineering, Chinese Academy of Sciences (CAS), and University of CAS, Beijing, China.

Emails: {shangqing@mail., zhengpingluo@mail., zhuolu@}usf.edu, luxiang@iie.ac.cn, yliu@cse.usf.edu.

ABSTRACT

Traditional signal processing design (e.g., frequency o�set and chan-

nel estimation) at a receiver treats each packet arrival as an inde-

pendent process to facilitate decoding and interpreting packet data.

In this paper, we enhance the performance of this process in the

wireless network domain. We propose STAteful inter-Packet sig-

naL procEssing (STAPLE), a framework of stateful signal process-

ing residing between the physical and link layers. STAPLE trans-

forms the signal processing procedure into a lightweight stateful

process that caches in a small-sized memory table physical and

link layer header �elds as packet state information. �e similar-

ity of such information among packets serves as prior knowledge

to further enhance the reliability of signal processing and thus

improve the wireless network performance. We implement STA-

PLE on USRP X300-series devices with adapted con�gurations for

802.11a/b/g/n/ac and 802.15.4. �e STAPLE prototype is of low

processing complexity and does not change any wireless standard

speci�cation. Comprehensive experimental results show that the

bene�t from STAPLE is universal in various wireless networks.
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1 INTRODUCTION

In a wireless network, signal processing is an essential procedure

at a receiver during packet reception. It includes three major steps:

timing/frequency synchronization, channel estimation, and equal-

ization [1–4]. �ese together are generally treated as an indepen-

dent process, serving as the foundation towards data decoding and

higher layer protocol management [5–10].

�is paper demonstrates that leveraging common protocol in-

formation across network packets can substantially improve the
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signal processing performance in a wireless network. Our motiva-

tion is that in a realistic network scenario, packets are not trans-

mi�edwith uniformly random in-packet se�ings, such as date rate,

packet size, source and destination addresses in the physical (PHY)

or medium access control (MAC) �elds. �ere exist common PHY

and MAC header �elds across di�erent packets. For example in a

WiFi network: a station only receives data from the access point

(AP), indicating that the packets it cares about always have the

same source address; and packets for data-intensive applications

usually have the same packet size (i.e., the maximum allowable

size). Such commonness of in-packet se�ings can serve as prior

knowledge to improve the signal processing performance.

Hence, if we take signal processing out of its traditional domain

and place it in a practical wireless network, there is indeed a lot

of prior knowledge that can be used to boost its performance. �e

underlying challenge is how we are able to harness all possible

common information and piece everything together to re-design

signal processing with limited overhead for practical use in the

wireless network domain.

In this paper, we propose the STAteful inter-Packet signaL pro-

cEssing (STAPLE) framework, which is a generic design to im-

prove the performance of signal processing for wireless network-

ing. Rather than designing signal processing in its traditional do-

main, we make signal processing stateful within the network do-

main. In particular, the key design in STAPLE is that a receiver

maintains a small-sized state table, whose entry includes bit val-

ues of selected PHY/MAC�elds from successfully decoded packets,

such as MAC addresses, packet length and data rate, depending on

a standard. �ese bit values constitute the state of a packet.

When a new packet arrives and decoding error happens, STA-

PLE performs state association (i.e., matching the bit values of its

header �elds with a known entry to restore the packet to a previ-

ous state). If the association succeeds, STAPLE considers the state

of the packet is known (i.e., a part, if not all, of PHY/MAC infor-

mation is known). �en, such known knowledge serves for the

same purpose of “training sequence” (also known as “preamble”

in many standards [11, 12]). �erefore, the restored state is com-

bined with the original preamble in the packet to form a longer

preamble. STAPLE re-performs signal processing on this longer

preamble. Because more “prior” information is fetched for signal

processing, STAPLE can obtain be�er frequency and channel esti-

mates, which helps packet decoding and accordingly improves the

network link performance.

To the best of our knowledge, there is no comprehensive system

study in the literature to utilize the “prior knowledge” extracted



from packet headers to improve the signal processing performance

in wireless networks. We propose STAPLE as a general so�ware

radio system framework, then explore the feasibility and evaluate

e�ectiveness of such a framework. In particular, we design and im-

plement STAPLE with adapted con�gurations for 802.11a/b/g/n/ac

and 802.15.4 on USRP X300 devices. �e features of STAPLE are as

follows: (i) lightweight processing and low overhead with a very

small state table size (as experimental results suggest that it is suf-

�cient to store 2-5 states at a station and 12-20 at the AP); (ii) a uni-

versal framework that bene�ts a wide range of wireless networks;

(iii) no modi�cation to any wireless standard; (iv) orthogonality

to existing packet data decoding mechanisms (e.g., partial packet

recovery [13–15]).

We conduct comprehensive experiments to show the bene�ts of

STAPLE for di�erent wireless standards. Our main contributions

are summarized as follows: (i) We propose to improve signal pro-

cessing within the network domain. We introduce the concept of

the state of a packet as the bit values of selected PHY and MAC

�elds, and demonstrate that state-associating a packet to a previ-

ous state and re-performing signal processing in STAPLE improve

the wireless network performance. (ii) We design, implement and

con�gure the STAPLE prototypes for 802.11b/g/n/ac and 802.15.4.

STAPLE is lightweight, e�ective and brings universal performance

bene�t to the packet reception process forwireless networks. Com-

prehensive experimental results show that STAPLE improves the

packet delivery ratio by up to 20.8% under various conditions.

2 PRELIMINARIES

In this section, we describe preliminaries about signal processing

and packet decoding in wireless networks.

2.1 Packet Speci�cations in Wireless Networks

Preamble PHY Header MAC Header MAC  Payload (usually encrypted)

PHY Payload

Figure 1: Generic packet structure viewed at the PHY and

MAC layers.

In today’s wireless networks, elements for data exchange are

packets that contain both standard-speci�ed information and user

data. Figure 1 illustrates a generic packet format viewed at the

PHY and MAC layers. As shown in Figure 1, a packet consists of

the preamble, the PHY header, and the PHY payload that includes

the MAC header and payload.

�e preamble is speci�ed in a wireless standard and known to

the public. It is also called as pilot or training sequence [16] for

energy detection, timing/frequency synchronization and channel

estimation [17]. �e PHY header usually provides speci�c PHY

layer information for decoding the PHY payload. Depending on

a wireless standard, such information may include packet length,

modulation type, and data rate. �e PHY headermay also contain a

checksum �eld, such as cyclic redundancy check (CRC) in 802.11b,

to verify the successful decoding of the PHY header. �e MAC

header facilitates the functionality of coordinating multi-access of

network nodes to share the wireless channel. It generally includes

the source and destination MAC addresses, and packet type infor-

mation, such as acknowledgement (ACK), beacon, and data pack-

ets in 802.11a/b/g/n/ac [11]. MAC payload is the actual data at

the MAC layer, including high-layer protocol information and the

user’s data at the application layer. In today’s wireless networks,

this payload is usually encrypted [11, 12].

When a packet is transmi�ed by a sender to a receiver in a wire-

less network, the increase of the energy level at the receiver trig-

gers the packet reception process.

2.2 Packet Reception in Wireless Networks
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Figure 2: Packet reception at a receiver.

�e packet reception process consists of two relatively indepen-

dent procedures: signal processing and signal decoding, as shown

in Figure 2. �e signal processing procedure is used to prepare all

necessary pre-decoding steps before decoding the packet data at

the receiver. �ese steps generally happen in sequence as synchro-

nization, channel estimation and equalization. �e signal decod-

ing procedure is to �rst decode the PHY header to obtain essential

PHY information, which is then used to decode the PHY payload,

including the MAC header and the MAC payload.

Signal Processing: Because the radio wave propagating through

the wireless channel is a complicated phenomenon characterized

by various environmental factors, such as the multi-path fading

and the doppler e�ect [17], the signal processing procedure esti-

mates and compensates those factors before the signal is decoded

into data bits. Generally, signal processing contains three major

steps: synchronization, channel estimation, and equalization, as

shown in Figure 2. All these steps are based on the known pream-

ble with length n in the packet, denoted by x = [x1, x2, · · · , xn ],

where xi is the i-th baseband symbol in the preamble.

Synchronization includes timing synchronization and frequency

synchronization. Timing synchronization is triggered by energy

detection, and is to �nd the start position of the �rst PHY layer

symbol in a packet [18] such that the later processing on the sym-

bols in the packet is aligned. A�er timing synchronization, the

received signal of the preamble in the packet is represented as a

vector s = [s1, s2, · · · , sn]. Frequency synchronization is to esti-

mate and compensate the frequency o�set ∆ f between the trans-

mi�er and the receiver [17] from the received preamble signal s

based on the knowledge of the preamble x.

A�er frequency o�set compensation, the received signal vec-

tor of the preamble s = [s1, s2, · · · , sn ] has been compensated to a

new vector s′ = [s ′1, s
′
2, · · · , s

′
n ] [4], based onwhich channel estima-

tion is performed to estimate the channel state information (CSI).



�e maximum-likelihood (ML) algorithm that minimizes the esti-

mation error on the �at-fading channel [17] is

ĥ = (xH x)−1xH s
′
, (1)

where (·)H and (·)−1 denote the matrix conjugate transpose and in-

verse, respectively. ML channel estimation for frequency-selective

channels [3], orthogonal frequency-division multiplexing (OFDM)

[1] or multiple-input and multiple-output (MIMO) channels [19]

are performed in a similar linear1 process to (1).

Once the receiver obtains the estimated CSI ĥ, it performs chan-

nel equalization [20] to compensate the channel e�ect to support

coherent demodulation. Note that OFDM has been widely adopted

in today’s wireless standards, such as in 802.11a/g/n/ac [11], be-

cause it signi�cantly simpli�es the channel equalization process

by transforming a frequency-selective wireless channel into mul-

tiple parallel �at-fading ones.

Signal Decoding: Signal decoding follows immediately once sig-

nal processing is �nished. As a packet may have di�erent mod-

ulation and coding schemes in the PHY header and payload (e.g.,

in 802.11a/g/n/ac), the receiver �rst demodulates and decodes the

PHY header and obtains the data rate information (i.e., the mod-

ulation and error-correction coding information) about the PHY

payload, along with other necessary information. As shown in Fig-

ure 2, if a checksum (e.g., CRC or parity) exists in the PHY header

and the decoded header does not pass the error check, the receiver

has to drop the packet (when there is no other error recovery op-

tion); otherwise, the receiver uses the data rate information in the

PHY header to demodulate and decode the PHY payload, obtaining

the MAC header and the MAC payload. If the receiver veri�es the

checksum of the MAC payload, it passes the payload data to the

upper layer for protocol management and data delivery.

Demodulation and error-correction decoding during the signal

decoding process have been well studied in the wireless communi-

cation domain [21, 22].

3 DESIGN MOTIVATION BEHIND STAPLE

In this section, we introduce the intuition behind stateful signal

processing, then use real-world measurements to validate our intu-

ition. Finally present our basic design of the STAPLE mechanism.

3.1 Basic Intuition and Observations

Traditionally, the entire packet reception is treated as an indepen-

dent process at a receiver. Recent studies have focused on enhanc-

ing the signal decoding procedure to improve wireless link perfor-

mance, such as partial packet recovery [7, 9, 14, 15, 23, 24]. Li�le

a�ention has been focused on re-designing the signal processing

procedure for wireless packet reception, even in the signal process-

ing community, because synchronization, channel estimation and

equalization are all well explored in the literature [1, 2, 4, 16, 17, 25].

In this paper, we take a closer look at the signal processing pro-

cedure. Intuitively, such a procedure must be treated as an inde-

pendent process for each packet arrival. For example, upon arrival

of a packet, the receiver estimates the frequency o�set and the CSI

from the preamble, compensates their e�ects on the received signal

1Note that although the matrix inverse operation in (1) is nonlinear, the preamble x

is known to the public and accordingly (xH x)−1xH in (1) can be pre-computed.
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Figure 3: Distributions of (a) packet length and (b) data rate

in SIGCOMM04/08 datasets.

for decoding. As the frequency o�set and the CSI are time-varying

and hard to predict [4], the receiver has to estimate and compen-

sate their e�ects again when a new packet arrives.

It is di�cult to further improve a well-established signal pro-

cessing algorithm in practice. Our design intuition is that if we

place signal processing in the network domain, we should be able

to boost its performance if we can leverage the common informa-

tion across di�erent packets. In a wireless network, packets indeed

have some common information, which can serve as prior knowl-

edge during packet arrival. We analyze the realistic packet trace

datasets SIGCOMM04 [26] and SIGCOMM08 [27] to see whether

common information exists between packets in typical WiFi net-

work usages. Figure 3(a) shows the packet length distributions

in the datasets. We observe that the distribution in each dataset

is extremely uneven and consists of two regions: the �rst region

includes small packet lengths (1-250 byes), indicating control or

short data packets; and the second is around the maximum al-

lowable packet size (1400-1600 bytes), indicating packets for data-

intensive applications. Similarly, uneven distributions of data rates

in packets are shown in Figure 3(b). Given an AP in SIGCOMM08,

we also �nd that on average 4.2 nodes sent 51.7 packets to the AP

within one-second period. �ose packets have the same PHY/MAC

�eld values with high probability. �e quantitative evaluation on

each of these �elds will be detailed in Section 5.

3.2 Basic Design of STAPLE

�e preliminary observations show that there exists common (but

maybe sca�ered) information among packets, which can serve as

prior knowledge for signal processing during packet reception. If

we look at such prior information solely within the signal pro-

cessing domain, a traditional way is to perform pro�ling/training

among all PHY/MAC �elds in collected packets to build the prior

distributions of such �elds, and then integrate these distributions

into a maximum a posteriori (MAP) framework [17] to improve

signal processing.

Nonetheless, such a method faces two practical issues: (i) Pro�l-

ing empirical distributions is always practically cumbersome due

to its heavy dependencies on variable factors, such as physical en-

vironments, the number of users, and how they use the network, all

of which cannot be easily predicted from time to time. (ii) Di�erent

data �elds in packets are very likely to exhibit distinct distributions

and also have correlations. Integrating these distributions into a



uni�ed framework is challenging. Moreover, the design must be

lightweight and e�cient to ensure low overhead and timely signal

processing.

�us, we avoid designing this method solely in the signal pro-

cessing domain. Rather, we look at it from the network perspective.

A core idea in network management is tomaintain a network state,

such as the backo� state at the MAC layer or the congestion con-

trol state in TCP. When a sender transmits a packet, we can use its

header �eld values to form its state. Formally, we de�ne the state

of a packet as follows.

De�nition 3.1. �e state of a packet is a bit sequence concate-

nated by one or more bit strings in the PHY andMAC header �elds

in the packet.

All PHY/MAC header �elds in a packet can be combined to rep-

resent a state. In this way, the state space of a packet might be very

large in theory. In practice, we can carefully select a few �elds that

are very likely to have the same value across packets to form the

state (as indicated in our packet trace analysis). Hence, our moti-

vation is to introduce state management into signal processing in

a network context. Figure 4 draws the sketch of STAPLE, which

consists of three major steps.
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Figure 4: Sketch of STAPLE.

1) When a receiver receives a packet, it �rst goes through signal

processing and decoding. If no error happens, the receiver can

directly send the data to the MAC and higher layers, �nishing the

packet reception.

2) When errors happen, STAPLE tries to associate the corrupted

packet with a previous state. Speci�cally, it compares the PHY/MAC

�elds in the corrupted packet with a state table that stores those

�elds from successfully decoded packets, which �nds the closest

state to the packet and recover it into that state. As shown in Step 2

of Figure 4, when the state of the packet has errors, they can be

then corrected a�er state association; when the state contains no

error and exactlymatches a previous one, other parts of the packet,

such as the packet payload, should have errors leading to decoding

failure. In both cases, the state of the packet is associated.

3) At this point, the PHY/MAC header �elds in the packet state

can be considered as prior knowledge. �is indicates that the infor-

mation can be combined with the original preamble in the packet

to form a longer preamble to re-perform the signal processing,

which can yield be�er estimates for frequency o�set and CSI (as

estimation errors in signal processing generally decrease with the

preamble length increasing [1, 2, 28, 29]). �en, the receiver re-

performs the signal decoding using these be�er estimates. �ey

can improve the performance of decoding the payload because

it usually has a higher modulation/coding rate than the packet

header, and accordingly requires more accurate frequency o�set

and CSI estimates.

STAPLE transforms prior information in awireless network into

the concept of packet state. In this way, prior information is re-

covered by state association, and is then used to construct a longer

preamble. �is new preamble is in turn used to re-do the signal pro-

cessing to obtain be�er frequency o�set and CSI estimates, which

is called signal re-processing in this paper.

4 ARCHITECTURE AND COMPONENTS

In this section, we turn the basic concept of STAPLE into detailed

design. We �rst present the STAPLE architecture, and then elabo-

rate its key components.

4.1 STAPLE Architecture

packet PHY / MAC Header

Decoding
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Association

Signal Re-

processing
State Table

decoding fails

to upper 
layer

find a 
state

Traditional
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(b)

Signal 
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previous 
states
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update

Figure 5: Architecture of STAPLE.

STAPLE can be regarded as a module (as shown in Figure 5(b))

�exibly a�ached to the traditional architecture of a wireless re-

ceiver (as shown in Figure 5(a)).

�ere are three key components in STAPLE: state association,

signal re-processing, and state table management. To provide a

generic framework, we decouple the design of STAPLE into two

independent parts: (i) designing STAPLE components (i.e., state

association and signal re-processing) and (ii) constructing the state

of a packet from PHY/MAC �elds. In the following, we describe the

�rst part, which is standard-independent. �e second part answers

what PHY/MAC �elds are used to construct the state of a packet

and will be discussed based on wireless standards in Section 5.

4.2 State Association

State association is triggered when the decoding of a packet P fails.

From De�nition 3.1, we know that the state of a packet is the bit

combination of several selected PHY/MAC �elds. �us, STAPLE

can read the state of the packet S(P) by combining the decoded

bit values in certain PHY/MAC �elds in P , as shown in Figure 6.

Note that even upon failure of decoding an entire packet, the bit

values in its PHY/MAC �elds can still be decoded (with potential

errors), and then fetched into state association for state look-up

and comparison.

A�er obtaining S(P), STAPLE associates it with a previous state

in the state table, which stores a set of previous states, denoted by

S = {S1, S2, · · · , S |S |}, where |S| denotes the cardinality of S.

As P is a corrupted packet, any bit in P can be erroneous. How-

ever, if we can �nd a state in S that resembles S(P), it is very likely
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Figure 6: State association in STAPLE.

that S(P) should be equal to that state, but may exhibit another

value because of noise or interference during the reception of P .

�is is from our observations in packet trace analysis: a node is

found to send packets to another node with limited variations of

bit values in PHY/MAC headers, therefore exhibiting a limited set

of most frequent states. If these states are all stored in the table, the

state of a corrupted packet is very likely stored in the state table.

As a result, the state association component in STAPLE �nds

the stored state closest to S(P) in the state table. �e measure of

“being closest” is by the Hamming distance, which is de�ned as the

number of bit di�erences between two bit sequences. Accordingly,

the association algorithm can be wri�en as

Objective : Ŝ(P) = argmin
s ∈S

H (s,S(P)) (2)

Subject to : H (S(P), Ŝ(P)) < dth, (3)

where H (· , ·) denotes the Hamming distance between two bit se-

quences, and the objective (2) is to re-associate the packet P with

a new state Ŝ(P) ∈ S that is the closest to the original state S(P). A

constraint (3) also exists to make sure that the Hamming distance

between Ŝ(P) and S(P) must be smaller than a threshold dth. �is

is because the real state of P does not always exist in the state ta-

ble. A large value of H (S(P), Ŝ(P)) indicates that (i) packet P was

transmi�ed with a completely di�erent state that was never stored

in the state table; (ii) too many bit errors happened because of low

signal quality. In both cases, STAPLE stops state association and

simply drops the packet P .

It is also possible that the corrupted packet P is associated to a

wrong state Ŝ(P), which can happen when the Hamming distances

among some pairs of states stored in the table are very small. STA-

PLE makes best e�orts to associate P with a previous state. When

P is indeed associated to a wrong state, STAPLE is not likely to

recover P by signal re-processing. But this only reduces the gain

from STAPLE and does not degrade the performance as P is al-

ready corrupted. Wrong association can be mitigated by carefully

choosing PHY/MAC �elds to construct the state of a packet, which

is detailed in Section 5. A smaller threshold dth can also mitigate

wrong association from happening. We will evaluate the impacts

of dth in experiments in Section 6.

Figure 6 shows two simple examples of how state association

works: (i) when a corrupted packet P has a state with one error bit

S(P) = 10010110, state association is performed based on (2) with

threshold dth = 2 to obtain Ŝ(P) = S2 = 11010110 because their

Hamming distance H (S(P),S2) = 1. �is indicates that the second

bit in S(P) is likely an error, and is corrected from 0 to 1. �en, the

state of P is associated to a new one Ŝ(P) = 11010110. (ii) When

P has a state without any error bit S(P) = 11010110, obviously

Ŝ(P) = S(P) = S2 = 11010110 a�er state association.

When the header is coded in some standards (e.g., convolutional

coding is used for 802.11g/n/ac headers), state association can be

performed on the coded data and thus the Hamming distance com-

parison will not be a�ected by the coding scheme.

Note that the performance bene�ts of STAPLE do not come solely

from error-correcting a part of the PHY/MAC header in a packet

during state association. More importantly, STAPLE helps improve

the performancewhen the payload, not the header, is decodedwith

errors. �is is because the payload usually has a higher modula-

tion/coding rate than the header, therefore requires more accurate

frequency o�set and CSI estimates that STAPLE can provide based

on a longer preamble formed by the conventional preamble and

the state of a packet. Overall, state association serves as the �rst

essential step for this generic framework to improve the signal pro-

cessing performance.

4.3 Signal Re-processing

Given the corrupted packet P as the input, the output of state asso-

ciation is the associated state Ŝ(P). �en, STAPLE performs signal

re-processing, which consists of two steps as shown in Figure 7.
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Figure 7: Signal re-processing in STAPLE.

First, STAPLE converts Ŝ(P) that represents the recovered bits

from PHY/MAC �elds in packet P to physical layer symbols, which

is done by re-modulating Ŝ(P). If a header is interleaved or/and

coded (e.g., 1/2 convolutional coding in WiFi signal), STAPLE re-

interleaves or/and re-encodes, then re-modulates Ŝ(P). Denote by

m(Ŝ(P)) the symbol vector of re-modulated symbols from Ŝ(P). �e

longer preamble is constructed as xL =
[

x m(Ŝ(P))
]

, where x is the

original preamble described in Section 2.2.

Second, given the newly constructed preamble xL , we can im-

prove both frequency synchronization and channel estimation dur-

ing signal processing, as shown in Figure 2: (i) Frequency syn-

chronization for low complexity processingmust leverage a special

repetitive structure (e.g., two same consecutive symbols in 802.11

a/g/n/ac) in the preamble. �e longer preamble xL does not gener-

ally result in such a repetitive structure, leading to a non-convex

optimization problem in [1, 2]. (ii) In contrast, channel estimation



is usually a linear process (as discussed in Section 2.2). A longer

preamble in general results in a more accurate CSI estimate.

As performing signal re-processing requires a tradeo� between

performance and complexity, and we wish to ensure low complex-

ity in the STAPLE implementation, we choose to perform signal

re-processing only based on channel estimation, and avoid solving

the non-convex optimization to re-estimate the frequency o�set at

the receiver. �us, given xL , STAPLE re-estimates the CSI as

ĥL = (xH
L
xL)

−1
x
H

L
s
′
L
, (4)

where s
′
L
is the vector combined by the received symbols from

the original preamble part and from the PHY/MAC �elds in the

received signal of packet P at the receiver.

A�er obtaining a be�er CSI estimate ĥL , STAPLE re-demodulates

and re-decodes the corrupted packet P in order to recover it. �e

implementation for this step can be optimized to minimize the pro-

cessing complexity for a wireless standard. We will analyze the

implementation complexity for 802.11ac in Section 6.2.1.

If there are pilot signals in the payload of the packet P (e.g., pi-

lot subcarriers in 802.11 a/g/n/ac), because more information is ob-

tained by STAPLE, it can yield a be�er initial channel estimate ĥL ,

which can be based on to track the channel change using these

pilots [16] in a fast fading wireless channel environment.

Although (xH
L
xL)

−1 is not a linear operation in (4), in OFDM

equalization for many wireless standards, xH
L
xL is a complex num-

ber and (xH
L
xL)

−1 only incurs a division operation in the complex

domain. In addition, the value of (xH
L
xL)

−1 can always be pre-

computed during state update and stored along with its associated

state in the state table.

4.4 Table Management Policies

�e state table (shown in Figure 5(b)) is used to store the states of

successfully decoded packets. We design two table update policies.

1) Timestamp-based policy, which uses packet arrival time as an

indicator to update the table. Each state is stored with a timestamp.

Once the most recent packet is decoded successfully, STAPLE up-

dates the state’s timestamp if the state is already in the table, or

otherwise replaces the oldest state with this new one.

2) Frequency-based policy, which stores a timestamp and a us-

age count with each state in the table. Similar to the previous pol-

icy, the timestamp is used to indicate the last update time of a state.

Once a packet is decoded, STAPLE updates the state’s timestamp

and increments the usage count if the state is already in the table.

Otherwise, STAPLE replaces the state that has the smallest count

with the new state. If several states have the same count number,

STAPLE chooses the oldest state for replacement. �is policy also

zeros out the count of a state if the state’s timestamp is too old (i.e.,

larger than a given threshold).

When the table size is su�ciently large, the two policies should

have no evident performance di�erence. However, if the table size

is small, the downlink performance may not be a�ected signi�-

cantly because a station, as the receiver, always receives data solely

from the AP. �e uplink performance of the station that transmits

more data (than others) to the APmay be boosted because the state

of its packets can always be stored in the AP’s table. �erefore, the

AP should choose a larger table size than a station in practice. �e

impacts of state table parameter con�gurations and policy setups

will be evaluated in experiments in Section 6.

5 CONFIGURING THE STAPLE SYSTEM

We have designed the major components in STAPLE. Another key

question le� is which PHY/MAC �elds constitute the state of a

packet, which is standard-dependent. In this section, we con�gure

STAPLE for 802.11a/b/g/n/ac and 802.15.4 by specifying how to

construct the state of a packet in such networks.

5.1 Methodology for Con�gurations

�e motivation to develop STAPLE is from the observation that

there exist most frequently appeared values of PHY/MAC header

�elds in packets. �us, we aim to select those �elds exhibiting lit-

tle randomness to form the state of a packet. In particular, we use

Shannon entropy [30] per bit to quantitatively measure the ran-

domness of each PHY/MAC �eld in packet trace data and choose

those �elds with low entropies. We choose the SIGCOMM04/08

datasets for 802.11b/g and our own datasets STAPLEn/STAPLEac

for 802.11n/ac, respectively. �ese datasets can represent typical

WiFi scenarios in a conference, a campus or a residential place.

STAPLEn is a dataset collected from a campus WiFi network

and STAPLEac from a residential WiFi network. Unlike 802.11b/g

packet capturing, it is not always possible for a third-party to cor-

rectly capture and decode all 802.11n/ac data packets because of

beamforming between individual stations and the AP [31]. Hence,

we place four laptops at di�erent locations and capture packets in-

dividually in the networks. We then aggregate all packets to mea-

sure the entropy of each header �eld. We �nd that the 802.11ac

network did not run in the multi-user MIMO (MU-MIMO) mode

because the GroupID �eld in all collected packets was set to 0.

�us, our collection and measurement can re�ect how PHY/MAC

�elds in packets are set up for routineWiFi use in a non-MU-MIMO

802.11ac network.

Note that wireless standards adopt di�erent coding schemes for

the PHY/MAC headers, which can a�ect the complexity of the sig-

nal re-processing component in STAPLE. We categorize a coding

scheme into one of three types: plaintext (P), interleaving and cod-

ing (I/C) data, and encryption (E). Type-P indicates no coding is

used for a header �eld (e.g., PHY/MAC headers of 802.11b); Type-

I/C means that data �elds in a header are interleaved and error-

correction coded (e.g., MAC headers of 802.11a/g/n/ac); Type-E in-

dicates that data �elds in a header are all encrypted (e.g., MAC

headers of 802.15.4). Generally, we avoid choosing Type-E �elds

and select Type-P or Type-I/C �elds based on their entropy values

for our implementation.

Constructing the state of a packet is not unique. In our STA-

PLE con�gurations for 802.11a/b/g/n/ac and 802.15.4, we target

a lightweight design that balances between performance bene�ts

and costs of storage and computation in typical wireless networks

with normal usages. It is certainly feasible to add additional �elds

to (or remove existing �elds from) our con�gurations to optimize

STAPLE along certain direction.

Because a newer 802.11 standard usually extends and relies on

previous ones, we con�gure STAPLE starting from 802.11b (legacy)

to 802.11ac (state-of-the-art) for the sake of clear presentation. Our



implementation and evaluation are focused on 802.11ac in Section 6.

We also minimize the description of a wireless standard, which is

well documented.

5.2 Con�gurations for Wireless Standards

Con�gurations for 802.11b: We start from 802.11b, which is a

legacy WiFi standard but still backward supported in many WiFi

networks. Figure 8 shows a typical structure of physical proto-

col data unit (PPDU) for 802.11b, including the PHY Layer Conver-

gence Procedure (PLCP) preamble, PLCP header, and PLCP Service

Data Unit (PSDU) that contains the MAC header and the MAC pay-

load.

PLCP Preamble PLCP Header

SYNC SFD SIGNAL SERVICE LENGTH CRC

PSDU

Frame 

Control

Duration 

/ID

Address

1

Address

2

Address

3

Sequence

Control

Address

4

QoS 

control

HT 

control

PHY Header

MAC Header

PPDU:

    0.14      0.09       0.06       0.07        0.07      0.73        N/A       N/A      N/A

0.17           0            0.2       N/A        

Figure 8: Typical format of an 802.11b data packet and mea-

sured entropies of �eld values inside PHY andMACheaders.

As shown in Figure 8, the PLCP header represents the PHY

header including four �elds of Type-P: SIGNAL, SERVICE, LENGTH,

andCRC, where SIGNAL denotes themodulation scheme, LENGTH

is the payload length, SERVICE contains three bits to represent the

PHY con�guration and the rest of bits are reserved and default to

0. �e 802.11b MAC header at the beginning of PSDU consists of a

set of �elds.

According to the measured entropy in each PHY/MAC �eld in

Figure 8, we choose SIGNAL, SERVICE, LENGTH at the PHYheader

and Frame Control, Duration/ID, Addr.1, Addr.2, and Addr.3 in the

MAC header to form the state of a packet because of their low

entropies. We also include CRC in the PHY header because CRC

directly depends on other �elds. Once these �elds are known, we

can simply calculate the CRC. Including CRC increases the length

of the state of a packet, and accordingly can further improve the

signal processing reliability because more data is used for signal

processing. �us, for a packet P , its state S(P) is wri�en as S(P) =

SIGNAL|SERVICE|LENGTH|CRC|Frame Control|Duration/ID |

Addr.1|Addr.2|Addr.3 in our STAPLE con�guration for 802.11b.

Con�gurations for 802.11a/g: 802.11a/g uses OFDM to combat

multipath fading. Figure 9 shows a typical format of the PPDU

including the PLCP preamble, PLCP header, PSDU and others. Dif-

ferent from 802.11b, all the data except for the PLCP preamble is

of Type-I/C in an 802.11a/g packet.

�e PLCP header includes the SIGNAL �eld that occupies one

single OFDM symbol and the Service �eld that exists in the next

symbol. SIGNAL contains a number of �elds of Type-I/C to repre-

sent packet information like the data rate and packet length. We

PLCP Header

PLCP Preamble SIGNAL Data

Rate Reserved Length Parity Tail Service PSDU Tail Pad Bits

PPDU:

 0.5           0        0.42    N/A       0 

Figure 9: Typical structure of an 802.11a/g packet and mea-

sured entropies in SIGNAL.

measure the entropy of each �eld in SIGNAL, also shown in Fig-

ure 9. All entropies are small therefore we include the entire SIG-

NAL �eld in the state of a packet. Note that the Parity �eld can be

directly computed given other �elds, therefore we do not need to

measure its entropy.

�e Service �eld is used to synchronize the descrambler shown

in Figure 9. All bits in Service are constantly set to 0. �e MAC

header at the beginning of PSDU follows Service. �e 802.11a/g

MAC header structure is exactly the same as that of 802.11b. How-

ever, Service and the MAC header together do not exactly occupy

one OFDM symbol. �is means that they are interleaved and coded

with other data then OFDM-modulated, which can be di�cult (if

not impossible) for STAPLE’s signal re-processing to accurately ex-

tract Service and parts of the MAC header from interleaved and

coded OFDM symbols. �erefore, Service and all MAC �elds can

be used for state association, but not for signal re-processing in

STAPLE. As we aim at a lightweight design, we avoid using any

of these �elds to reduce the size of the state table. �erefore, the

state S(P) for packet P in our STAPLE con�guration for 802.11a/g

is S(P) = SIGNAL.

Con�gurations for 802.11n/ac: 802.11n and 802.11ac are the

state-of-the-artWiFi standards leveragingMIMO technologies with

more complicated packet formats.
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Figure 10: Typical packet format in 802.11n and measured

entropies of �eld values inside HT-SIG.

Figure 10 depicts a typical packet structure of 802.11n which

contains two portions: legacy (L) and high throughput (HT).�e L

portion is for backward compatibility, and the HT portion is speci-

�ed to support MIMO communication. �e L-SFT and L-LFT �elds

at the beginning of the L portion are legacy preambles. �e HT-

SFT and HT-LFT �elds in the HT portion are preambles for MIMO

training. �e L-SIG of Type-I/C is exactly the same as the SIGNAL



�eld in 802.11a/g. Hence, we use the entire L-SIG �eld for STA-

PLE. HT-SIG of Type-I/C is at the beginning of the HT portion and

consists of 2 OFDM symbols with a number of �elds. We measure

the entropy of each �eld from packet trace data, as shown in Fig-

ure 10. Most �elds have small entropies, therefore we include the

entire HT-SIG �eld. Note that the single-bit Aggregation �eld in-

dicates whether multiple payloads are combined together into a

single packet with a unique PHY header, and it is almost random

with entropy close to 1. However, we cannot exclude this bit be-

cause it is interleaved and coded with other �elds in exactly one

OFDM symbol. We �nd that the high entropy of this single bit

always happens in the downlink. It does not have substantial im-

pact on the performance but the size of the state table needs to be

slightly increased at the downlink. �erefore, we still include it to

represent the state of a packet. As a result, the state S(P) for packet

P in our con�guration for 802.11n is S(P) = L-SIG|HT-SIG.
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Figure 11: Typical packet format in 802.11ac and measured

entropies of �eld values inside VHT-SIG-A and VHT-SIG-B.

Figure 11 plots the typical packet format in 802.11ac, which

has a very similar structure to 802.11n: the HT portion becomes

the very HT (VHT) portion. Similarly, based on the measured en-

tropies from packet trace data shown in Figure 11, we include L-

SIG and VHT-SIG to represent the state of a packet. In addition, we

�nd the entropies of �elds in the VHT-SIG-B are also small. �us,

we set the state as S(P) = L-SIG|VHT-SIG|VHT-SIG-B in our con-

�guration for 802.11ac.

Con�gurations for 802.15.4: IEEE 802.15.4 is the basis for Zig-

Bee towards low-cost, low-speed ubiquitous communication. We

con�gure STAPLE for o�set-QPSK (O-QPSK) based ZigBee, whose

typical packet format is shown in Figure 12.

PPDU

SHR PHR

Preamble SFD Length Reserved PSDU

Figure 12: Typical 802.15.4 packet format.

As shown in Figure 12, the PHY header (PHR) of 802.15.4 con-

tains only two Type-P �elds: Length and Reserved, which indicate

the length of the packet and reserved bits (set to all 0s), respectively.

�e MAC header is contained in PSDU, which is however of Type-

E. To reduce the complexity, our STAPLE con�guration avoids any

Type-E data during signal re-processing, therefore choosing to in-

clude only Length and Reserved for the state of a packet P , i.e.,

S(P) = Length |Reserved.

6 EXPERIMENTAL EVALUATION

In this section, we implement STAPLEwith adapted con�gurations

for 802.11b/g/n/ac and 802.15.4. We �rst describe our implementa-

tion and experiment setups, then focus on presenting experimental

evaluation of STAPLE in 802.11ac, and �nally describe experimen-

tal results on other standards.

6.1 Implementation and Setups

Platform and Implementation: STAPLE requires modi�cations

of a conventional wireless receiver. We choose the X300 USRPwith

CBX daughterboards [32] as the implementation platform. We syn-

chronize multiple USRPs using OctoClock-G [32] when perform-

ing MIMO experiments with 2 - 8 antennas.

We implement a generic so�ware radio platform that covers

the basic designs of 802.11b/g/n/ac and 802.15.4 transceivers. We

adopt BPSK, QPSK, and 16QAM for 802.11b/g/n/ac, and O-QPSK

for 802.15.4. For 802.11n/ac, we implement the Alamouti code [33]

based MIMO transmission schemes. In 802.11g/n/ac implementa-

tions, the header and data payload of a packet use 1/2 and 3/4

convolutional coding schemes, respectively. We also implement

a CSMA/CA scheme with uniform random backo� (i.e., the con-

tention window for random backo� is always �xed [34, 35]) at

the MAC layer for all standards. Note that it is challenging and

time-consuming to implement a comprehensive USRP-based sys-

tem fully compatible with all 802.11 PHY/MAC standards. To bal-

ance the e�ciency of fast prototyping and the cost of high-�delity

evaluation, our implementation is a proof of concept one with a

subset of fundamental STAPLE-related PHY functionalities, serv-

ing the purpose of evaluating the bene�ts of STAPLE brought to

practical wireless scenarios with di�erent system setups and con-

ditions. As mentioned in Section 4.3, our STAPLE implementa-

tion does not improve frequency o�set estimation but improves

the channel estimation in signal re-processing.

Also note that we implement a subset of modulation and coding

schemes. However, our experiments generate packets according to

packet trace data. �is means the PHY �eld that denotes the data

rate in some generated packets may indicate a higher rate scheme

that we do not implement. In this case, we choose 16QAM as the

scheme to modulate and demodulate. �is does not give an ad-

vantage to STAPLE during performance evaluation, since we still

allow all possible values in the data rate �eld of a packet, which af-

fect state association and state table update of STAPLE in practice.

Experimental setups: We conduct experiments in a realistic in-

door environment shown in Figure 13 as the scenario re�ects how

STAPLE can help improve the wireless link performance in an of-

�ce environment with typical WiFi usages. Network nodes are

placed at di�erent locations for performance evaluation with lim-

ited transmit power. In our network experiments, packets are gen-

eratedwith PHY/MAC�eld values according to the SIGCOMM04/08

and STAPLEn/ac datasets.

In STAPLE, the default threshold for state association (2) is set to

12. �e default size of the state table for a station in the downlink
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Figure 13: Environment for experiments.

is set to 5; and that for the AP in the uplink is 15. �e default

table update policy is frequency-based. In experiments, we change

table setups to evaluate the impact of STAPLE parameters on the

performance. We use the construction of the packet state for each

standard given in Section 5.

Performance Metrics: Packet dropping due to decoding errors

only happens at the PHY layer and STAPLE is a method to im-

prove the PHY layer performance. �us, it is natural to use the

performance metric at the PHY layer to directly see the bene�ts

of STAPLE without involving other potential a�ecting factors at

higher layers. In experiments, we measure the packet delivery ra-

tio (PDR) with and without STAPLE, where PDR is de�ned as the

ratio of the number of successfully decoded PHY packets at a node

to the total number of PHY packets transmi�ed to the node. We

measure the bene�t of STAPLE by using the performance gain ra-

tio, which is de�ned as

Performance gain ratio =
PDR with STAPLE

PDR with traditional design
− 1.

6.2 STAPLE for 802.11ac Networks

We focus on performance evaluation on 802.11ac because it is a

state-of-the-art WiFi standard. We consider two types of scenar-

ios in experiments: single-link evaluation, in which a two-antenna

transmi�er sends packets to a receiver with 2 – 8 antennas; (ii)

network evaluation, in which we set up two clock-synchronized

USRPs as a single 802.11ac AP, and six USRPs as stations commu-

nicating with the AP.
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Figure 14: Implementation of 802.11ac.

6.2.1 ImplementationComplexity for 802.11ac. Figure 14 shows

the �owchart of our STAPLE implementation for 802.11ac. the ex-

tra storage due to STAPLE is mainly the memory used for the state

table, whose size is 5 states for stations and 15 states for the AP as

default values. In terms of extra processing complexity, if errors

are detected in the PHY layer, extra procedures including state as-

sociation, preamble reconstruction, and CSI re-estimation are in-

troduced by STAPLE. All these procedures are linear, which will

not incur much overhead. If errors occur in the data payload, re-

decoding the payload is needed. �e re-decoding complexity is not

linear and depends on the decoding algorithm that is usually poly-

nomial. However, thanks to the PHY payload check, this case does

not quite o�en happen in today’s WiFi networks.

Table 1: Complexity of STAPLE for 802.11ac.

Situation Extra processing

1) No error in a packet none

2) Error �rst detected state association, preamble

in PHY header reconstruction and CSI re-estimation

3) Error not detected in extra processing in 2), and re-

header but payload decoding of PHY payload

6.2.2 Single-Link Performance Evaluation. In our single-link per-

formance evaluation, we �x the modulation scheme for packets

and measure the link performance between two nodes to evaluate

how STAPLE helps improve the single-link performance.

Varying locations: We �rst compare the single-link performance

between a traditional receiver and STAPLE at di�erent locations.

We �x the transmi�er at location 1 as shown in Figure 13, and place

the receiver at location 0, 3, 4, or 5, which represents the short-

distance line of sight (S-LoS), short-distance Non-LoS (S-NLoS),

long-distance NLoS (L-NLoS), or long-distance LoS (L-LoS) chan-

nel condition, respectively. �e transmi�er and receiver are both

equipped with 2 antennas.

Figure 15 depicts the performance gain ratios at di�erent loca-

tions under BPSK, QPSK, and 16QAM. We can observe that the

performance of STAPLE is uniformly be�er than the performance

of traditional signal reception for most cases. �ere is no per-

formance improvement at locations 0 and 5 (both LoS cases) for

the BPSK modulation because the packet delivery ratio is 100%.

We also �nd that at location 4 (L-NLoS), STAPLE substantially im-

proves the packet delivery ratio for 16QAM from 80% to 95% (a

performance gain ratio of 17.6% shown in Figure 15). �is is be-

cause communication with higher data rate is less error-tolerant,

thus demanding more accurate CSI estimation, which STAPLE pro-

vides. We can conclude from Figure 15 that STAPLE improves the

performance in NLoS cases more than that in LoS cases.

Varying packet lengths: We then evaluate the e�ect of packet

length on the performance gain of STAPLE. During this experi-

ment, the transmi�er always sends packets with a �xed length.

Table 2 shows the packet delivery ratios on a 2×4 MIMO link from

location 1 to location 5 with QPSK modulation for varying packet

lengths. It is noted from Table 2 that transmi�ing shorter packets

results in be�er packet delivery ratios. For example, traditional

signal reception and STAPLE achieve almost 100% packet deliv-

ery ratio when the packet length is no larger than 100 bytes. As

the packet length increases, STAPLE gradually outperforms tra-

ditional signal reception, and improves the packet delivery ratio
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Table 2: Packet delivery ratios with di�erent packet lengths

(in bytes) on 2×4 MIMO.

10 100 500 1000 1500

Traditional 99.9% 99.9% 98.3% 93.5% 91.5%

STAPLE 100% 100% 99.9% 99.7% 98.3%

Table 3: Performance gain ratios from STAPLE under noisy

MIMO channels at location 7.

BPSK QPSK 16QAM

2 × 4 20.2% N/A N/A

2 × 6 16.6% 20.4% N/A

2 × 8 11.4% 18.9% 20.8%

from 91.5% to 98.3% (a performance gain ratio of 7.4%) when the

length is 1500 bytes.

Varyingnumbersof antennas:Wealsomeasure the performance

bene�ts from STAPLE for 2×2–8 MIMO links. Figure 16 plots the

performance gain ratios of STAPLE on 2×2, 2×4, 2×6, and 2×8

MIMO links under di�erent modulation schemes. �e transmit-

ter and the receiver are placed at locations 1 and 4, respectively, as

shown in Figure 13. We can observe from Figure 16 that STAPLE

generally improves the performance more as the number of an-

tennas decreases. For example, under 16QAM, STAPLE achieves

a 17.6% performance gain ratio in the 2×2 scenario and a 6.0% ra-

tio for the 2×8 scenario. Similarly, the performance gain ratio for

QPSK reduces from 9.4% to only 0.6% when the number of receive

antennas increases from 2 to 8. �is is due to more link reliability

from more antennas.

We then move the receiver to location 7 in Figure 13 to test the

performance in an L-NLoS MIMO channel. Table 3 shows the per-

formance gain ratios of STAPLE on 2×4, 2×6, and 2×8MIMO links.

We �nd that location 7 is beyond the limit of the 2×4 MIMO link

under QPSK and 16QAM, and beyond the limit of the 2×6 MIMO

link under 16QAM. In these cases, the receiver cannot reliably de-

code any packet with or without STAPLE. In other cases, we al-

ways observe that STAPLE substantially improves the link relia-

bility, with the maximum gain ratio achieved at 20.8% for the 2×8

MIMO link under 16QAM. Consequently, we conclude that STA-

PLE brings more bene�ts in noisy channel environments.

6.2.3 Network Performance Evaluation. Next, we evaluate the

performance gain of STAPLE in an 802.11ac network environment.

In our testing network, the AP and stations are equipped with 4

and 2 antennas, respectively. In the single-link evaluation, we al-

ways �x the modulation scheme for a packet to test the perfor-

mance of a single link. In our network performance evaluation, all

the values in the PHY/MAC �elds of a packet (e.g. packet size and

modulation scheme) are generated according to 802.11ac packet

trace data. �is creates a much more dynamic environment espe-

cially in uplink scenarios. We place the AP at location 0, and also

place other stations, named nodes 1–6, at locations 1–6, respec-

tively, as illustrated in Figure 13.

Overall performance: Figure 17 shows the overall performance

gain ratios under uplink and downlink scenarios. Similar to the

single-link case, STAPLE always improves the packet delivery ra-

tio. We �nd in Figure 17 that there are very slight performance

gains for nodes 1 and 2. �is is because these two nodes have very

good LoS channels to the AP and corrupted packet at these nodes

aremostly due to collisions in the network. STAPLE is not amecha-

nism to resolve packet collisions. If there is no collision, the single-

link packet delivery ratios for nodes 1 and 2 are close to 100%. �us,

there is li�le room for STAPLE to improve the performance.

As Figure 17 illustrates, the maximum performance gain ratios

for the uplink and downlink are 14.3% and 14.8%, respectively, both

observed at node 4, which is the furthest away from the AP in the

network. �is shows the capability of STAPLE to boost the link

performance under noisy conditions.

We also demonstrate the dynamics of state associations inside

STAPLE at the AP. We compute the number of successful state

associations for every 2000 packets received. Figure 18 plots this

number as a function of the total number of received packets at

the AP. It is seen that most of the time, STAPLE needs to perform

signal re-processing on 30-60 packets for every 2000 packets, and

packet corruption events are uniformly distributed over time in

our testing environment.

Impacts of threshold in state association: In state association

(2), a pre-set thresholddth is needed to associate a corruptedpacket

with a previous state. We test the impact of di�erent thresholds on
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Figure 19: �e impacts of (a) threshold in state association

and (b) state table size.

the performance gain ratio of STAPLE at node 4. Figure 19(a) il-

lustrates the uplink and downlink performance gain ratios with

di�erent thresholds. We can observe that the performance gain ra-

tio of STAPLE �rst increases then remains approximately the same

as the threshold dth keeps increasing. �is means that a larger dth
is desirable to maximize the performance gain from STAPLE in

practice. But a larger dth may indicate that STAPLE tries to re-

cover heavily corrupted packets that may be not recoverable with

signal re-processing, incurring more wrong associations and pro-

cessing overhead. �erefore, the optimal value of dth for STAPLE

to balance the performance gain and complexity is 12-20 bits, as

observed in Figure 19(a).

Impacts of state table setups: We also evaluate the impacts of

the state table size and update policy on the performance gain of

STAPLE at node 4 in the network.

Figure 19(b) shows the comparison of performance gain ratios

of timestamp-based and frequency-based table update policies for

di�erent table sizes. From Figure 19(b), the frequency-based pol-

icy exhibits slightly be�er performance than the timestamp-based

policy. �e di�erence is negligible for both uplink and downlink

when the table size is large.

We also see from Figure 19(b) that the state table size has more

impacts on the performance bene�ts of STAPLE. For the downlink,

as a station only cares about the packets from the AP, a small ta-

ble maintaining 2-5 states is su�cient to increase the performance

gain ratio to approximately 15%. For the uplink, the AP requires a

larger table size because it has to communicate with a number of

nodes. Figure 19(b) shows that a table with the size of 12-15 states

at the AP is su�cient for the testing network to achieve a nearly

15% performance gain ratio.

6.3 STAPLE for Other Standards

During our experiments with 802.11ac, we �nd that STAPLE al-

ways improves the packet delivery by up to 20.8% and 15% in single-

link and network evaluations, respectively. In the following, we

show the bene�ts of STAPLE brought to 802.11b/g/n and 802.15.4.

802.11b/g/n network setups: We use the previous network sce-

nario and default STAPLE parameters to set up the 802.11b/g/n

testing network with the AP placed at location 0, and nodes 1-6

placed at locations 1-6, respectively, as shown in Figure 13.
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Figure 20: Network-level performance gain ratios: (a) uplink

and (b) downlink.

802.15.4 network setups: �e network topology is the same as

the one in 802.11 scenarios: the network coordinator is placed

at location 0, and nodes 1-6 placed at locations 1-6, respectively.

Nodes 1-6 are communicating with the coordinator in the network.

We obtain two ZigBee datasets [36] and [37]. �e packets in [36]

have 7 di�erent lengths and packets in [37] always have the same

length. We generate data packets according to [36]. �e state table

size is set to 5 for all nodes.

ExperimentalResults: Figure 20 shows the performance gain ra-

tios of STAPLE in the uplink and downlink scenarios, respectively.

Similar to Figure 17, nodes 1 and 2 gain slight bene�ts from STA-

PLE because of their good LoS channels to the AP; and node 4 has

the highest performance gain ratios among all nodes.

It is observed at node 4 that the highest performance gain ratio

(15.9% in uplink or 16.6% in downlink) is achieved under 802.11b

and the lowest (4.9% in uplink or 5.8% in downlink) is under 802.15.4.

�is is because the packet state sizes in 802.11b and 802.15.4 are the

largest and smallest in our STAPLE con�gurations (in Section 5.2),

respectively. A large packet state size means that STAPLE can con-

struct a longer preamble for signal re-processing, therefore gener-

ally indicating be�er performance gain. �e experimental results

from Figure 20 also demonstrate that STAPLE can bene�t a wide

range of wireless networks.

6.4 Discussions and Limitations

6.4.1 Discussions. In our performance evaluation, the down-

link performance is found always slightly be�er than the uplink

performance. �is is because all nodes in the network transmit

packets with limited power, leading to a minor hidden terminal

problem. For example, as shown in Figure 13, with the AP being

placed at location 0, node 1 (at location 1) has a small probability of

not accurately sensing the transmission from node 4 (at location 4),

and vice versa. �is only results in minor asymmetric uplink and

downlink performance, and does not a�ect the evaluation of the

performance gains from STAPLE.

During our experiments, the size of the state table in STAPLE is

chosen and evaluated empirically according to the distributions of

PHY/MAC header �elds in real-world 802.11 datasets. �erefore,

the choice of 2-5 states for stations and 12-20 for the AP should be

practically suitable for a normal WiFi network environment. �e

table size may have to be increased in a network with a large num-

ber of users using data-intensive applications. An under-designed



table size may only reduce the performance gain of STAPLE, but

does not degrade the network performance. In addition, the advan-

tage of STAPLE is that the downlink requires much smaller table

size than the uplink, which signi�cantly bene�ts network users.

For 802.11ac, our packet collection and evaluation are based on

the non-MU-MIMO mode. �e MU-MIMO mode does not a�ect

the uplink and is for the downlink only [11]. In addition, MU-

MIMO related PHY �elds (e.g., GroupID) usually remain constant

if a user does not change his/her location dramatically. �us, a

low-overhead STAPLE design is expected to be still e�ective when

used for the MU-MIMO mode in 802.11ac.

6.4.2 Limitations. In this paper, con�gurations for STAPLE are

based on packet trace analysis for typical wireless network sce-

narios (e.g., a typical residential WiFi network). When a network

has a large number of users, the size of the state table should be

increased at least for the uplink in order to accommodate more

users’ packet information. As a result, con�gurations for STAPLE

may need to be adapted accordingly for the scenarios with a large

number of users and intensive network usages.

STAPLE can be considered as a way to push the performance

limit of signal processing for wireless networking. Experimental

results show that overall, STAPLE achieves moderate performance

improvements in di�erent evaluation scenarios. �us, it is impor-

tant to minimize the complexity of the STAPLE implementation

and con�guration for a practical scenario to avoid excessive energy

overhead, which is proportional to the processing complexity.

STAPLE is designed as a general so�ware radio architecture to

improve the signal processing performance on awireless link. STA-

PLE is shown e�ective to improve the link performance under long-

distance or severe channel fading scenarios. However, STAPLE

cannot resolve any packet corruption due to collisions in wireless

networks. �is may limit its use in the scenarios with congested

network tra�c under good channel conditions, where the wireless

packet collisions are the dominate performance bo�leneck.

7 RELATED WORK

In this section, we discuss existing works related to the research

e�orts in this paper.

Wireless signal processing: Timing/frequency synchronization

and channel estimation have been well explored in the signal pro-

cessing and wireless communication communities under a wide

range of algorithmic se�ings and channel conditions [1, 2, 4, 25,

29, 38, 39], thereby establishing a relatively mature research area.

Essential signal processing procedures for traditional packet recep-

tion remain generally unchanged. STAPLE takes signal processing

out of the traditional domain and places it in the network domain,

then demonstrates a new perspective of re-designing the signal

processing procedure to improve the performance during packet

reception at a wireless receiver.

Partial packet recovery: STAPLE is related to partial packet re-

covery (PPR) that a�empts to recover a corrupted packet using a

number of approaches, such as automatic repeat request (ARQ),

forward error correction (FEC) [6–10, 14, 24, 40–42]. In particular,

hybrid-ARQ (HARQ) [7, 9, 24] has become awidely-used technique

to combine the information from multiple packets to improve the

wireless link performance. STAPLE di�ers from H-ARQ in the fol-

lowing aspects: (i) H-ARQ focuses on repairing corrupted packets

with the cooperation from the transmi�er. STAPLE is designed as a

new architecture of signal processing only residing at the receiver

without any cooperation at the receiver; (ii) H-ARQ combines the

retransmi�ed packet (including the redundant code) with the orig-

inally corrupted packet for error correction to help decoding. On

the contrary, STAPLE does not directly touch upon signal decod-

ing, but leverages low-entropy packet header information to con-

struct a longer preamble to improve the signal processing accuracy,

which in turn enhances the decoding performance.

To the best of our knowledge, STAPLE is designed as a new way

to provide be�er signal processing performance, which is orthog-

onal to H-ARQ and other existing partial packet recovery mech-

anisms. �erefore, STAPLE can be integrated with these mecha-

nisms to further improve the wireless network performance.

Linkquality improvement: Research e�orts [21, 22, 42–45] have

been devoted to improving the wireless link quality. For exam-

ple, [22, 43] focus on resolving the problem of packets collisions.

Channel prediction is proposed in [46] to facilitate rate selection

in 802.11 networks. An architecture is designed in [47] to �exibly

support multiple radio frequency link chains. In addition, a few re-

cent e�orts focus on improving the MU-MIMO performance from

various aspects [19, 48–50]. STAPLE is also related to [21] that

leverages protocol signatures to improve the packet decoding per-

formance based on modi�cations to the 802.11 PHY layer.

In contrast, STAPLE focuses on a di�erent domain to improve

the signal processing performance during packet reception and

does not modify any standard. Hence, STAPLE is also complemen-

tary to these e�orts and is broadly applicable to wireless networks.

8 CONCLUSION

�is paper presents STAPLE, which is a lightweight, e�cient mech-

anism to improve the signal processing performance for wireless

networking. �e core idea of STAPLE is to collect common header

information to form the state of a packet, and use state association

to recover a corrupted packet back to a previous state for construct-

ing a longer preamble to further enhance the reliability of signal

processing. We implement STAPLE on USRP X300 devices with

adapted con�gurations for 802.11a/b/g/n/ac and 802.15.4. Experi-

mental results show that STAPLE improves the wireless network

performance under various conditions.
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