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A B S T R A C T   

High coating hardness and toughness are mutually contradicting properties and are challenging to be achieved 
simultaneously. Combining the vast component space of high entropy systems and the powerful high- 
dimensional data processing tools is expected to be the best solution to this problem. In this paper, high- 
entropy nitride coatings data for quinary and hexagonal systems were collected and machine learning predic
tion models were trained. Using a new material system combined with multi-objective optimization, high- 
entropy nitride coatings with the optimal hardness and elastic modulus combination were successfully ob
tained and verified by experiments. In addition, the partial dependence heatmaps were used to visualize how 
elemental content affects mechanical properties prediction in this system. This approach helped to better 
interpret the optimization results and discover the unknown mapping relationships between elemental content 
and the mechanical properties of high-entropy nitrides in machine learning models.   

1. Introduction 

Hard coatings are often used to improve the substrate’s durability, 
strength, and wear resistance. The common hard coatings include tita
nium nitride [1], chromium nitride [2], and tungsten carbide [3]. These 
materials are typically used in automotive, aerospace, and medical [4] 
applications. However, hard coatings’ drawback is their poor toughness 
[5], making them more susceptible to cracking or chipping when 
exposed to extreme temperatures or stresses. Hence, there is a pursuit for 
hard coatings with combined high hardness and toughness, which are 
contradicting properties. Generally, hardness measures a material’s 
resistance to plastic deformation and wear, while toughness measures 
the resistance to crack propagation. Thus, hard materials are less likely 
to plastically deform and in turn, have poor toughness. Many methods 
have been tried to solve this problem, including doping elements [6]. 
However, current elemental doping is limited to binary or ternary sys
tems, with mediocre results. 

High-entropy materials are alloys or compounds composed of five or 
more elements in roughly equal proportions [7]. These materials have a 
high degree of disorder or randomness, resulting in a higher degree of 

entropy. High-entropy materials have exhibited a number of desirable 
properties, such as increased strength, improved corrosion resistance, 
and better wear resistance [8–10]. Also, high-entropy materials have 
shown good performance and a combination of contradictory properties, 
like Cantor alloy. The Cantor alloy has high yield strength and extremely 
high fracture toughness at a low temperature of 77 K [10]. It is expected 
that high-entropy materials can achieve optimized hardness and 
toughness. However, since these materials are composed of multiple 
elements and have a wide range of configurations, their properties can 
be difficult to predict. Therefore, methods able to efficiently and 
scientifically process high-dimension and massive amounts of informa
tion are needed. 

Data-driven research methods represented by machine learning have 
become a hot topic in the field of materials science and engineering. 
Machine learning is a powerful tool for materials science, as it can be 
used to analyze large datasets and identify patterns and correlations that 
may not be obvious. Machine learning can also be used to predict and 
develop new materials with desired properties, such as strength, dura
bility, and electrical conductivity. Zhang et al. [11] proposed a machine 
learning strategy that significantly improves the ultimate tensile 
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strength (UTS) and electrical conductivity (EC) of alloys, by identifying 
a set of key features through relevance screening, recursive elimination, 
and exhaustive screening of datasets. He et al. [12] proposed a machine 
learning strategy, which can accurately predict the phase diagrams of 
multi-component ferroelectric systems (Ba1-x-yCaxSry)(Ti1-u-v-wZ
ruSnvHfw)O3 by combining classification and regression methods. Using 
a Crystal Graph Convolutional Neural Networks model, Hou and Wang 
et al. designed potential MAX phases with enhanced and tunable me
chanical properties based on their crystal structure [13]. They also 
developed a novel approach that integrates a real physical picture model 
with an independent screening and sparsification operator method, 
leveraging machine learning algorithms to understand the complex 
oxidation of various ceramics and alloys [14]. Moreover, they applied a 
back propagation artificial neural network to investigate the multi-stage 
oxidation of Al4SiC4, accounting for the effects of temperature, time and 
aspect ratio [15]. However, it’s hard to achieve accurate and simulta
neous prediction of multiple objective properties by directly using ma
chine learning because the models may not be able to accurately capture 
the trade-offs between different objectives, leading to inaccurate 
predictions. 

A multi-objective optimization is a useful tool for finding the best 
trade-off between different objectives that have conflicting re
quirements. It can be used to identify solutions that are optimal for all 
objectives, or to find a compromise between objectives, helping to make 
decisions in a wide range of applications. Li et al. [16] successfully 
prepared several new high-entropy alloys with good hardness and 
saturated magnetization by using genetic algorithms. Khatamsaz et al. 
[17] used Bayesian optimization to optimize Pugh’s ratio and Cauchy 
pressure of the MoNbTiVW alloys and obtained refractory 
multi-principal-element alloys with excellent ductility. Therefore, 
multi-objective optimization is promising for predicting materials with 
desired hardness and toughness. 

Although data-driven approaches, represented by machine learning, 
have shown surprising performance, the black-box nature of these 
methods hinders people from understanding the underlying mapping 
relationships, and mistrust of the results impedes the participation and 
guidance of more professionals in various fields. Therefore, efforts to 
enhance the interpretability of machine learning have received 
increasing attention to improve the credibility of results [18,19]. In 
addition, interpreting the results of well-performing machine learning 
models can uncover hidden important relationships and guide materials 
research. Iwasaki et al. [20] extracted surprising new knowledge from 
interpretable machine learning and synthesized a new type of 
spin-driven thermoelectric material with the largest thermoelectric 
power to date. Fang et al. [21] discovered possible physical phenomena 
that may affect key performance by interpreting the convolutional 
neural network predictions of the UTS of nickel-based alloys. Therefore, 

exploring the unknown mapping relationship between features and 
prediction through the interpretability of machine learning is of signif
icant importance. 

This work aims to obtain high-entropy nitride (HEN) coatings with 
high hardness and toughness through data-driven research methods and 
explore the relationships between elements and properties in machine 
learning models. In the study of coating materials, the high ratio of 
hardness (H) to Young’s modulus (E) often serves as a performance in
dicator. Brittle materials with a high H/E ratio can tolerate more 
deformation, indicating good toughness [22]. Thus, in this work, the 
machine learning models will be established around H and E. Models 
will also be used for the multi-objective optimization to find hexagonal 
element HEN coatings with high H and low E, and actual mechanical 
properties will be verified by experiments. To enhance the mechanical 
properties of the coating, a hexagonal HEN with high elemental di
versity was chosen based on Gibbs function, aiming to achieve a high 
configurational entropy and a stable single-phase solid solution, and 
thus to maximize the benefits of high entropy effect. In addition to 
optimizing the mechanical properties of the HEN coatings, the elements 
affecting the multi-objective optimization and their varying contents’ 
effects on H and E will be shown through partial dependence heatmaps. 
This work demonstrates an efficient way to interpret optimized results 
from the algorithm’s perspective and discover the potential effects on 
mechanical properties in new HEN systems. 

2. Materials and methods  

(1) Design strategy 

The workflow diagram of the overall process used in this work is 
presented in Fig. 1. First, the content of the database is determined, 
including the composition and properties of HEN coatings, and the 
database is filled with data collected from the literature. Based on the 
data distribution in the database, the search space is determined, and 
then reliable properties prediction models are established through ma
chine learning. The non-dominated sorting genetic algorithm II (NSGA- 
II) multi-objective optimization is used to find the optimal composition 
with high H and low E in the search space. After the optimal composition 
is verified through a series of characterization, the partial dependence 
heatmaps are plotted to show how elements affect H and E through 
variations in content. 

The composition and process parameters are used in this work, 
including the deposition temperature, target power, and bias voltage of 
various coatings as input variables in the dataset, along with the cor
responding H or E as output variables to train a regression model for 
predicting the properties of HEN coatings. 20% of the dataset will be 
split into a test set, and the rest will be used for training. Among the five 

Fig. 1. Workflow diagram of data-driven analysis for multi-objective optimization of HEN coatings.  

(2) Machine learning models 
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common regression models, we select the one with the best performance 
through 10-fold cross-validation using the root mean square error 
(RMSE) as the evaluation metric [6]. The purpose of the 10-fold 
cross-validation is to assess the presence of overfitting. The hyper
parameter optimization of the models uses Bayesian optimization, with 
the sampling function selecting the expected improvement over 40 it
erations. The optimization effect is evaluated using the regression 
metrics of 10-fold cross-validation, including RMSE, mean absolute 
percent error (MAPE) [16], and determinant coefficients (R2) [6]. In 
addition, the same metrics are used to evaluate the actual prediction 
effects of the models on the test set.  

(3) Search space 

The search space which includes the varying content of six alloying 
elements and N element is defined based on statistical results from the 
dataset and the definition of high entropy. According to the research of 
Yeh et al. [23], the content of alloying elements in high-entropy systems 
is 5–35 at.%. Therefore, the search space for each element is the inter
section of the range of the dataset and the definition of high entropy.  

(4) Multi-objective optimization 

Multi-objective optimization is implemented using the optimization 
toolbox in MatLab. Before starting multi-objective optimization, the 
problem needs to be defined, including the number of variables and their 
search space, the optimization objectives and corresponding objective 
functions, and any constraints. In this work, the variables and search 
space have already been determined as x = [x1,x2,x3,x4,x5,x6,x7] = [cN,

cAl,cCr,cSi,cTi,cMo,cTa], where c represents the elemental content, and the 
optimization objectives have been determined as maximizing H and 
minimizing E to achieve the optimal H/E values. However, in multi- 
objective optimization, the optimization direction of H and E is the 
same, so the objective value H is reversed to a negative number and both 
H and E are minimized to achieve the desired result. The objective 
functions f1(x) and f2(x) are the machine learning prediction models for 
H and E, respectively. The constraints include the sum of the elemental 
contents being equal to 100% and the target H value greater than 30 
GPa. Therefore, the multi-objective optimization problem can be rep
resented as: 

Minimize F(x) = [ − f1(x), f2(x) ]
subject to 30 − f1(x) < 0∑

xi = 100, i = 1, 2,…, 7
x1 ∈ [12, 65]
x2 ∈ [5, 19]
x3 ∈ [5, 20]
x4 ∈ [5, 17]
x5 ∈ [5, 19]
x6 ∈ [5, 15]
x7 ∈ [5, 19]

(1) 

For solving the multi-objective optimization problem, we need to 
choose an algorithm and set the corresponding parameters. In this work, 
the genetic algorithm NSGA-II was selected. NSGA-II is a common multi- 
objective optimization algorithm with the advantages of less computa
tion time and a high probability of obtaining good results. The initial 
population size was set to 500 and the maximum evolutional generation 

was set to 2,000 for NSGA-II, while other parameters were set to the 
default values in the algorithm template. Finally, the appropriate solu
tion was selected from the Pareto front obtained from the solution based 
on the size of H/E and H, and then samples were prepared for experi
mental verification.  

(5) Partial dependence analysis 

Partial dependence represents the relationships between predictor 
variables and predicted responses in a trained regression model [24]. It 
is used to show how a subset of variables affects the result of a function 
by marginalizing the other variables. It can be used in machine learning 
models to show how features influence model predictions. Specifically, 
the partial dependence analysis can provide a single effect of one 
feature, or a mutual dependence between two features. Moreover, this 
work emphasizes the mean effect of the entire model across all data 
points, instead of the predictions for single data points or sub
populations, which helps to uncover the general pattern and rule of how 
element content influences property prediction. Thus, based on the 
experimental validation of the feasibility of machine learning and 
multi-objective optimization, we generated partial dependence heat
maps for specific element combinations using the machine learning 
model and the dataset. These heatmaps display the effects of element 
content on mechanical properties predictions, provide the mapping 
relationship between them, and explain how the optimal element con
tent is determined in the Pareto front, thereby enhancing the inter
pretability and credibility of the multi-objective optimization results. 
Since the partial dependence heatmaps are statistically supported by a 
large number of experimental data from the literature, they can also 
deepen the understanding of the role of alloying elements in the HEN 
system.  

(6) Experimental procedure 

In this work, coatings were prepared using high-throughput 
magnetron sputtering. The coatings were deposited on 10 mm diam
eter Si (100) substrates (0.4 mm thick) using a JCP 500 magnetron 
sputtering system equipped with three targets. The targets were AlTi 
(1:1), CrMoTa (1:1:1), and Si, with a purity of 99.9%. The power of the 
three targets was 80 W, 100 W, and 50 W, respectively. The remaining 
deposition parameters can be found in Ref. [6]. To control the compo
sition of the coatings, high-throughput preparation was used, which 
involved placing 16 silicon wafers on a stationary sample stage at the 
same time. Composition gradients were formed by different positions of 
the wafers and the target power, and the coating samples with the 
closest expected composition were selected. The coatings’ thickness, 
surface morphology, and microstructure were obtained using a scanning 
electron microscope (SEM). The coatings’ quantitative composition 
evaluation was obtained using energy dispersive spectroscopy (EDS) in 
an SEM. The coatings’ phase structure was determined using X-ray 
diffraction (XRD). The coatings’ hardness and modulus were obtained 
using a nanoindenter. The EM1500L Vickers hardness tester was used to 
qualitatively characterize the coatings’ toughness. 

Table 1 
Composition range in at.% and hardness in the hardness dataset.   

Elemental content (at.%) Hardness (GPa) 

N Al Cr Si Ti V Zr Nb Mo Ta Hf Y Mn Ni 

min 11.8 0 0 0 0 0 0 0 0 0 0 0 0 0 8.6 
Max 65.3 18.8 29.6 16.6 18.7 16.8 19.1 13.1 14.9 18.9 13.6 13.7 7.3 9.1 41.1  
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3. Results and discussion 

3.1. Data collection and search space 

In this work, approximately 300 sets of data were obtained from the 
literature. The range of the two datasets is listed in Tables 1 and 2, with 
167 sets of data for H and 134 sets of data for E, covering quinary and 
hexagonal element HEN coatings. To remove the effects of coating 
fabrication method, substrate material and coating morphology on 
mechanical properties, data from HEN coatings prepared by magnetron 
sputtering were selected. In addition to the composition of the coatings, 
the data also include process parameters such as deposition tempera
ture, target power, and bias voltage, which are important factors for 
mechanical property. Pierson correlation analysis was performed using 
composition and process parameters as input variables and property as 

the output variable, and a low correlation was found, which is beneficial 
for obtaining a prediction model with good generalization. See Ref. [6] 
for specific details. In addition, the H and E of the same HEN coatings in 
the dataset were statistically analyzed, and the results are shown in 
Fig. 2, finding that H and E are correlated. If machine learning is used to 
predict H and E simultaneously, this correlation may be ignored, 
resulting in a prediction accuracy decrease. Therefore, multi-objective 
optimization is needed to predict the composition while considering 
the correlation between H and E. 

As for determining the material system needed to be prepared and 
the corresponding search space, there are only 44 sets of hexagonal 
alloy-element systems in the dataset, which include (AlCrTiZrMoTa)N, 
(AlCrSiTiVNb)N, (AlCrSiTiZrTa)N, (AlCrZrMoMnNi)N and (AlCrSi
TiZrMo)N. Facing the vast search space of hexagonal HEN composition, 
the Al, Cr, and Ti elements common to all systems are selected by 
considering the generalization ability of machine learning. Research has 
shown that adding an appropriate amount of Si can optimize the me
chanical properties of coatings by refining the grains and changing the 
microstructure [25]. When the content of Si is low, the Si atoms may 
dissolve in the solid solution structure with a smaller atomic diameter, 
causing a solid solution strengthening. Thus, the coating’s hardness has 
improved through solid solution strengthening and grain refinement. In 
addition, the coating crystallinity decreases with Si content, inducing a 
nanocomposite structure by forming an interfacial Si3N4 phase between 
crystal phases [26]. The interaction between amorphous and crystalline 
phases has improved the hardness of the coating [27]. However, a 
further increase in Si content will decrease the amount of columnar 
crystals and subside grain boundaries, presenting a dense glassy struc
ture, in turn, weakening the mechanical properties of the coating [28]. 
As for the Mo element, it can easily react with the N element to form 
MoN, which has a high hardness, high melting temperature, and good 
thermal stability. Mo can also improve the friction resistance of the 
coating by forming MoO3 to reduce friction and wear. According to the 
role of the above elements, a new HEN system (AlCrSiTiMoTa)N was 
selected for subsequent multi-objective optimization. 

Table 2 
Composition range in at.% and elastic modulus in modulus dataset.   

Elemental content (at.%) Modulus (GPa) 

N Al Cr Si Ti V Zr Nb Mo Ta Hf Y Mn Ni 

min 11.8 0 5.4 0 0 0 0 0 0 0 0 0 0 0 146.2 
Max 65.3 18.8 19.9 16.6 18.7 16.8 19.1 7.3 14.9 18.9 13.6 13.7 7.3 9.1 435.9  

Fig. 2. The distribution of H and E in the dataset of HEN coatings.  

Fig. 3. Evaluating machine learning models using 10-fold cross-validated RMSE: (a) train error and test error for predicting hardness; (b) train error and test error for 
predicting Young’s modulus. 
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3.2. Machine learning and multi-objective optimization 

In order to obtain machine learning (ML) models with good predic
tion performance, the best one was selected from the common machine 
learning regression models, such as tree, linear, support vector machine 
(SVM), Gaussian process (GP), and ensemble models, by using a 10-fold 
cross-validated RMSE metric, and the results are shown in Fig. 3. 
Overall, the GP model has the lowest RMSE for hardness and Young’s 
modulus predictions (although the RMSE of the GP model of the test set 
is slightly higher than the ensemble model for Young’s modulus pre
diction), so subsequent model training and optimization is carried out 
with the GP model. 

After Bayesian optimization of the hyperparameters including kernel 
function, kernel scale, and sigma of the GP model with the sampling 
function as the expected improvement, the response plots of the pre
dicted values to the actual values for the H and the E prediction models 
are shown in Fig. 4. The R2, RMSE and MAPE results for the 10-fold 
cross-validation as well as the test set are listed in Table 3. As shown 
in Table 3, after ten-fold cross-validations, the H model and the E model 
have R2 values of 0.67 and 0.74 on the training set, respectively. On the 
test set, their R2 values are 0.82 and 0.78, respectively, which are higher 
than those on the training set, indicating no overfitting issue. Table 3 
also shows that the E model has a good regression metric, with a 10-fold 
cross-validation R2 close to 0.75 and a percentage error within 10%. In 
contrast, the regression metric of the H model has a relatively normal 
performance, indicating that more high-quality data are needed to 
improve the predictive performance of the H model. However, Fig. 4(a) 
shows that the predicted data points for both the training and test sets 
are mainly discrete below 30 GPa, and the predicted values are some
what excessive. In contrast, the predicted data points above 30 GPa 
mostly converge to the baseline, with the other discrete data points 
exhibiting values lower than the experimental. Furthermore, the dis
tribution of data points in the PE region is similar to the E model, and 
presumably, the regression metric here is also close to the E model. Thus, 
the H model has a good high hardness prediction capability, which is 
favorable to the subsequent multi-objective optimization. As illustrated 
in Fig. 4(b), the distribution of discrete data points for the E model 

follows a similar path to the H model, i.e., data points below 300 GPa 
have excessive values, and data points above 300 GPa have lower values. 
However, most of the data points are concentrated within the PE region, 
indicating that the E model has good predictive performance and can 
support subsequent multi-objective optimization. 

Through multi-objective optimization, a continuous and complete 
Pareto front that is shaped to protrude towards high H and low E is 
obtained, shown in Fig. 5. Based on the Pareto front points with lower 
tangent slopes and high H values, we selected the optimal solution, 
which is marked by the arrow in Fig. 5, and the optimal composition and 
corresponding H and E are listed in Table 4. 

3.3. Experimental validation 

To verify the optimal solution obtained through multi-objective 
optimization, the HEN coatings are characterized in terms of composi
tion, morphology, structure, and mechanical properties. Fig. 6(a) shows 

Fig. 4. The predictive performance of trained GP models: (a) hardness via GP; (b) Young’s modulus via GP.  

Table 3 
Regression metrics of trained models.  

Models R2 RMSE MAPE 

Training 
set 

Testing 
set 

Training 
set 

Testing 
set 

Training 
set 

Testing 
set 

H 0.67 0.82 4 GPa 3.5 GPa 13.6% 11.6% 
E 0.74 0.78 27.8 GPa 28.6 

GPa 
7.4% 8.3%  

Fig. 5. Pareto front of H and E in search space.  

Table 4 
The optimized composition selected for experimental validation.  

Elemental content (at.%) Property (GPa) 

N Al Cr Si Ti Mo Ta H E 
54 10 10 5 9 5 7 31.7 325  
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that the nitrogen content of the HEN coating samples is around 50 at.%, 
and the distribution of the Al, Cr, Si, Mo, Ta, and Ti elements is relatively 
uniform, in accordance with the optimal composition obtained by the 
NSGA-II in Table 4. There is about a 2 at.% difference in the content of 
the N, Cr, Si, and Mo elements, which can be attributed to differences in 
the composition of the target material or differences in the sputtering 
yields of the elements, which are acceptable errors. The structure is 
shown in Fig. 6(b), and the coating still forms a single FCC solid solution 
phase structure, maintaining the characteristics of the high-entropy 
system. Fig. 6(c) shows the cross-sectional morphology of the coating, 
which is a columnar crystal structure with no obvious defects and a 
measured thickness of around 1.7 μm. Although the Si element tends to 
cause the coating to have an amorphous structure, the combination of 
the XRD spectra and SEM cross-sectional image can show that a 7 at.% Si 

content is appropriate and still allows the coating to maintain a single- 
phase solid solution structure of a high-entropy material. 

The results of nanoindentation and Vickers indentation of the HEN 
coating are shown in Fig. 7, where Fig. 7(a) and (b) give the results of 
nanoindentation and Fig. 7(c) and (d) give the results of Vickers 
indentation. In the nanoindentation test, we used a maximum load of 4 
mN, a loading time of 15 s, a peak dwell time of 10 s, and a total time of 
about 110 s. For this sample, we performed indentation at five different 
locations and averaged the outcomes to get the final measurement 
result. For Vickers indentation, we applied a load of 0.2 kg at three 
different locations each time. In this work, toughness was qualitatively 
evaluated by observing radial crack length produced in Vickers inden
tation. In addition, to further evaluate the toughness of the HEN coating 
prepared in this work, the nanoindentation results and Vickers 

Fig. 6. Composition and microstructure of HEN coating: (a) comparison of the composition detected by SEM-EDS and predicted by NSGA-II; (b) XRD pattern; (c) SEM 
image of the cross-section. 

Fig. 7. Comparing hardness and toughness of HEN coatings made in this work (AlCrSiTiMoTa)N and previous work (AlCrTiNbTa)N: (a) load-displacement curves of 
this work obtained by nanoindentation; (b) H, E, and H/E of this work and (AlCrTiNbTa)N; (c) Vicker indentation of this work with 0.2 kg load; (d) Vicker 
indentation of (AlCrTiNbTa)N with 0.2 kg load. 
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indentation results of the quinary element HEN coating (AlCrTiNbTa)N 
prepared in our previous work [6] under the same conditions were 
compared. The nanoindentation data are referenced from it, and the 
Vickers indentation was completed in this work. First, the hardness of 
the HEN coating in this work was evaluated. Based on the Oliver-Pharr 
hardness calculations [29], the average values of H and E for the coating 
were obtained from the load-displacement curves in Fig. 7(a) and shown 
in Fig. 7(b). The hardness of the HEN coating in this work is greater than 
30 GPa, which has reached the standard for hard coatings, although the 
value is lower than (AlCrTiNbTa)N. For the toughness of the HEN 
coating in this work, its E is much lower than the (AlCrTiNbTa)N 
coating, resulting in a higher H/E ratio of 0.116, which suggests a better 
toughness. Comparing the Vickers indentation at 0.2 kg load, the 
(AlCrTiNbTa)N coating had obvious radial cracks in Fig. 7(d), while no 
radial cracks exist in the coating made in this work in Fig. 7(c). The 
sample in this work underwent more deformation before fracture, 
further proving a better toughness. 

In addition, by comparing the results in Table 4 and Fig. 7(b), the 
measured hardness is higher than the predicted result of NSGA-II, with 
an error of approximately 6.6%, while the measured modulus is lower 
than the predicted result, with an error of approximately 11.5%. As 
mentioned earlier, the H and E models have the problem of predicting 
high hardness to be low and predicting low modulus to be high. Thus, in 
future work, more data with high hardness and low modulus will be 
added to improve the accuracy of the prediction model and multi- 

objective optimization. 

3.4. Partial dependence analysis 

Based on the above process, a new HEN coating with high hardness 
and toughness was successfully prepared, verifying the feasibility of the 
machine learning model and multi-objective optimization. In this sec
tion, partial dependence heatmaps will be given to analyze the effects of 
element content on mechanical properties, summarize the relationships 
between them, and explain how the optimization results were 
determined. 

Table 5 lists the maximum and minimum values of elemental content 
in the optimal solution given by multi-objective optimization, which 
shows that the NSGA-II algorithm has fully learned the rule that a 
coating with a sufficient amount of N can achieve higher hardness. In 
addition, the variance in the content of Al and Cr elements is the highest, 
indicating that they are the most critical elements that affect the choice 
between hardness and modulus. Thus, partial dependence heatmaps of 
Al and Cr on H and E in the machine learning model are plotted in Fig. 8 
(a) and (b), despite the partial dependence heatmaps showing H and E 
values lower than 30 GPa and 300 GPa, respectively. This is due to the 
data processing used to generate the maps ignoring the participation of 
other features, leading to the lower values of H and E, rather than being 
an inaccurate prediction by the machine learning model. 

Based on Fig. 8(a), the bright-colored squares are mainly concen
trated along the lower edge of the image, suggesting that a lower Cr 
content (between 5 at.% and 10 at.%) can increase hardness. The 
colored squares mainly vary along the vertical axis, with a maximum 
difference of 6 GPa for H. In contrast, they remain relatively uniform and 
consistent within a larger range along the horizontal axis, indicating that 
H is less sensitive to changes in Al content, while Cr is the main factor 
affecting hardness. Fig. 8(b) shows that the peak value of E appears in 

Table 5 
Range of elemental content in at.% at each point in the Pareto front.   

N Al Cr Si Ti Mo Ta 

min 54 10 5.9 5 7.4 5 5.2 
max 56.4 14.4 10.3 5.6 9.5 5.4 6.8  

Fig. 8. Influence of dual elemental variables on predicted H and E from ML models, shown by partial dependence heatmaps: (a) Al and Cr upon E; (b) Al and Cr upon 
H; (c) Si and Mo upon E; (d) Si and Mo upon H. 
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the center of the image, indicating synergistic effects of Cr and Al on 
modulus enhancement, requiring both Cr and Al to reach certain content 
levels (10 at.% for Cr, from 8 at.% to 10 at.% for Al). The mapping 
relationship shows that Cr content between 8 at.% and 10 at.% achieves 
high hardness, whereas Al has less effect on H. Both Cr and Al exhibit 
similar behavior in affecting E, showing a trend of first increasing and 
then decreasing as their content increases. When their content is fixed at 
a close level, E can be significantly enhanced. Therefore, for NSGA-II to 
optimize the results, a lower Cr content (between 5 at.% and 10 at.%) 
should be first determined to obtain higher hardness. To gain lower E, 
the Al content needs to be adjusted to achieve the optimal content 
similar to Cr. Thus, the optimal content of the Al element is in a rela
tively high range (between 10 at.% and 15 at.%), considering that the 
content of Cr has been determined to be relatively low. This explains the 
distribution of optimal Al and Cr content with the best H/E ratio in the 
Pareto front. 

Since Si and Mo are new elements introduced into this system, in 
order to investigate their mutual influence, partial dependence heat
maps were plotted. Fig. 8(c) shows that the peak of H gradually de
creases along the diagonal toward the upper-right corner of the image. 
This indicates that the addition of a small amount of Si and Mo can 
enhance H, but the increasing content will weaken it. The diagonal 
symmetry shown in Fig. 8(c) suggests that the effects of Si and Mo on H 
are similar in magnitude and trend. Similarly, a small amount of Si and 
Mo can strengthen E. However, compared to Fig. 8(c), the bright-colored 
region in Fig. 8(d) contracting along the horizontal axis indicates that E 
is more sensitive to Si content. Additionally, when Si reaches its 
maximum, the regions on the image become indistinguishable, indi
cating that E is no longer affected by Mo, which is still undiscovered for 
the HEN. Therefore, the interpretation of the optimization results is that, 
given the problem definition, the NSGA-II needs to prioritize the 
component with the highest H. However, due to the definition of high 
entropy used in this work, the search space for all element contents has 
been set to greater than 5 at.%. The optimal content for Si is determined 
to be between 5 at.% and 5.6 at.%, while the optimal content for Mo is 5 
at.%. To achieve the lowest E, it is necessary to increase the content as 
much as possible, but the available range is limited, resulting in the 
optimal Si and Mo content for H/E being around 5 at.%. 

The above analysis revealed the potential mapping relationships 
between elements and performance. However, these relationships are 
based on the simplified and averaged feature influence by partial 
dependence, which fails to capture the heterogeneity or variation at 
individual or group level. Thus, the analytical results need to be vali
dated by further experiments. Nevertheless, it is certain that using local 
dependence analysis to guide subsequent material research is a feasible 
and meaningful idea. 

4. Conclusions 

The goal of this work was to obtain a HEN coating with both high 
hardness and toughness and to explore the relationships between 
composition and properties based on data-driven analysis. Through 
machine learning and multi-objective optimization, a high-entropy 
nitride coating with an FCC structure, hardness of 33.4 GPa, modulus 
of 287.7 GPa, and high toughness was designed and prepared in a new 
HEN system (AlCrSiTiMoTa)N. This work demonstrated an efficient and 
feasible strategy to design a material with desired yet contradictory 
properties. Through partial dependence heatmaps, a further study of 
interpreting optimization results and exploring unknown mapping re
lationships between elements and mechanical properties of (AlCrSiTi
MoTa)N was given, which provides good guidance for the design and 
research of other HEN in the future. 
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